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Abstract

Despite commitments to address climate change, governments face political challenges to imple-
menting first-best policies. These challenges cause policymakers to delay climate action, especially in
politically sensitive sectors of the economy. Taking political headwinds as an exogenous constraint,
this paper analyzes the cost of delaying climate policies both at a sectoral level and economy-wide.
The paper demonstrates that delaying climate action is more expensive than distorting the allo-
cation of effort across sectors. More precisely, it is more expensive to delay economy-wide climate
policies than to delay action only in a subset of sensitive sectors, which is, in turn, more expensive
than immediately implementing a less ambitious policy (e.g., a lower-than-optimal carbon price) in
sensitive sectors. The paper then uses numerical simulations to show that sectoral emissions rates,
rather than abatement costs, drive the cost of delaying climate action in a given sector. This is be-
cause delaying action in sectors with high emissions rates causes a large distortion in the allocation
of effort across the rest of the economy, which increases costs. Failing to capture low cost abatement
opportunities does increase policy costs (because it requires doing more in expensive sectors) but
this effect is smaller than delaying high emissions sectors. Finally, the paper shows that, in practice,
climate action is most expensive to delay in the energy sector, because it possesses both a high emis-
sions rate and a low marginal investment cost. The paper can provide guidance for policymakers
navigating the political-economic landscape while still aiming to achieve climate goals.

JEL: P18; Q52; Q54; Q58
Keywords: decarbonization investment; transition to green capital; political economy; climate
policy; second-best policies; sectoral policies

1 Introduction1

Upon signing the Paris Agreement in 2015, a multitude of nations committed to pursuing policies that2

would limit global warming to “well-below” 2 °C and to put significant effort towards limiting warming3

to 1.5 °C (United Nations Framework Convention on Climate Change, 2015). While challenges to4

decarbonization abound, political economy constraints are of particular consequence to meeting the5

∗Correspondences sent to: ambauer@uchicago.edu. Department of the Geophysical Sciences, University of Chicago,
5734 S Ellis Ave, Chicago, IL 60637
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Paris Agreement targets. Such political constraints are broadly defined as political headwinds – such6

as thin majorities in legislative bodies, disapproving voter blocs, inhibiting government bureaucracy,7

or powerful lobby groups with de facto veto power – that prevent policymakers from implementing8

the most efficient policies to address a particular challenge (Jenkins, 2014). For instance, policymakers9

often struggle to implement policies to promote decarbonizing the passenger transport sector (because10

of opposition to higher gasoline prices) or the agricultural sector. Countries with oil and gas reserves11

also have energy subsidies that are difficult to reform; for example, while the Group of Twenty and12

the Asia-Pacific Economic Cooperation committed to phasing out inefficient energy subsidies in 2009,13

many nations still heavily subsidize fossil fuel use (Asian Development Bank, 2015; Black et al., 2023;14

Damania et al., 2023; Ihsan et al., 2024). Political economy constraints can also change in response15

to policy: for example, proponents of carbon pricing often support near-term subsidy-based green16

industrial policies to build political coalitions to support carbon prices down the line (Wagner et al.,17

2015; Meckling et al., 2017).18

Current evidence suggests that political opposition to climate policies in certain sectors or regions19

leads either to a delay in climate action (when opposition is strong enough to build a coalition against20

any climate policy) or to heterogeneous (and sub-optimal) policy approaches that mobilize isolated21

sectoral policies, subsidies-based policies, or command-and-control regulations (Dolphin et al., 2019;22

World Bank, 2023; Hallegatte et al., 2023; Stechemesser et al., 2024). Even economy-wide policies have23

a number of exceptions; for example, they may only cover a share of total emissions (as is the case for24

European ETS), have a number of exemptions (e.g., on air transport fuels), or apply different prices to25

different CO2-emitting fuels (such as higher tax levels on liquid fuels compared to coal) (World Bank,26

2024). One practical example is the bifurcated European Union emissions trading systems (ETSs),27

which impose different carbon prices on different sectors of the economy and contain a number of28

exemptions (European Commission, 2005, 2023; World Bank, 2024). Each of these examples illustrate29

how policymakers are managing the idiosyncrasies of the green transition in their countries while30

navigating differences in abatement costs, sectoral characteristics, and, especially, political challenges.31

This paper explores how delaying climate policies in order to accommodate political constraints,32

both at a sectoral level and economy-wide, increases the cost of the green transition.1 To this end,33

we build on the multi-sector investment model presented by Vogt-Schilb et al. (2018) and allow the34

policymaker to wield two climate policy instruments: (1) a carbon price/ETS (that can be either35

homogeneous or heterogeneous across economic sectors), and (2) the targeted delay of climate policies36

in either a set of sectors or economy-wide. Our multi-sector approach allows the planner to delay37

policies impacting only a subset of economic sectors, differing from past work which either takes a38

global view (Lecocq et al., 1998; Sanderson and O’Neill, 2020) or focuses on individual regions as39

opposed to sectors within those regions (Andaloussi et al., 2022). We then elucidate the impact of40

sub-optimal policies on decarbonization investment schedules, carbon prices, the temporal distribution41

of investment in abatement technologies, and the aggregate economic cost of delay.42

Importantly, our model includes the effects of adjustment costs (Lucas, 1967) on the green transition.43

Adjustment costs capture the convex relationship between the cost of investment in abatement capital44

stocks – here treated as technologies that, over their capital lifetimes, reduce greenhouse gas emissions45

– and the rate that capital is installed (Mussa, 1977). The sources of adjustment costs are widespread,46

including supply constraints, labor training and re-training costs, and the opportunity cost of using47

scarce resources. Recent work has argued that adjustment costs lead to more up-front investments in48

clean technologies by increasing the optimal carbon price (for example, Campiglio et al. (2022) suggest49

a roughly 30% premium relative to a model without adjustment costs). Such effects are important to50

1Note that we do not attempt to model political constraints directly. Rather we treat them as exogenous constraints and
explore how these constraints impact the optimal timing and distribution of investments in clean technologies. See Besley
and Persson (2023) and Kalk and Sorger (2023) for theoretical treatments of the political economy of decarbonization, Ulph
and Ulph (2013) for a model of optimal policies when governments cannot commit to long-term climate policies because
of political constraints, and Hallegatte et al. (2023) for a discussion about how political constraints can be overcome in
practice.
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consider when analyzing the economic consequences of delaying decarbonization: if a policymaker is51

intent on reaching net-zero by some future date, any delay in starting policy will shrink the horizon over52

which the transition can occur, thus increasing the rate of decarbonization and incurring adjustment53

costs.54

Our first contribution is to develop three scenarios where the policymaker manages political con-55

straints by relaxing or delaying climate policies impacting politically vocal sectors; throughout, we use56

“vocal” to signify the sectors that are vocal opponents of climate policies, for one reason or another.57

The first option is to immediately implement a heterogeneous carbon price regime, wherein the58

policymaker reduces the carbon price facing the politically vocal sectors, thereby giving them more59

time to decarbonize. This approach is common in a number of nations with existing carbon prices60

that also face political challenges (Dolphin et al., 2019). Throughout, we will refer to this approach61

– to immediately implement a below-optimal carbon price in politically vocal sectors to accommodate62

political constraints – as “relaxing” climate policies in vocal sectors.63

Another choice is a delayed, sectorally heterogeneous approach. In this policy suite, the policymaker64

delays all climate policies impacting the set of vocal sectors, therefore giving the sectors more time to65

plan emissions reductions.66

Finally, the policymaker can implement a delayed, homogeneous policy suite. In this policy, the67

policymaker delays all climate policies economy-wide while they wait for political changes that would68

make the theoretically efficient policy palatable (e.g., if proponents of climate policy can build coalitions69

to enable action in all sectors during the delay period).70

We use our model to quantify the cost difference between each of these three policy options relative71

to the optimal policy: we estimate that the marginal cost of delaying climate policies economy wide72

can exceed $2.5 trillion per year of delay, while the marginal cost of relaxing or delaying policies in73

a single politically vocal sector are at most $76 billion or $397 billion per year, respectively. A first74

conclusion is that it is less costly to be flexible and reduce ambition in vocal sectors – and thus deviate75

from the optimal allocation of emission reduction across sectors – rather than delaying action in all76

sectors.77

Our second contribution is then to ask: if political constraints lead a policymaker to relax or delay78

climate policies in a set of vocal sectors, what sectoral characteristics would lead to the largest increase79

in cost? To address this question, we carry out two sets of numerical experiments.80

The first is a large grid of simulations where we simulate a two-sector economy with varying com-81

binations of sectoral characteristics. In particular, we analyze how different sectoral configurations82

of marginal abatement investment costs, emissions rates, and capital depreciation rates impact total83

policy costs when investments in abatement capital stocks in one sector are delayed.84

These experiments yield two findings. One is that delaying sectors with high emissions rates leads85

to the largest increase in policy costs. Delaying action in high emissions sectors requires large amounts86

of emissions to be reallocated to accommodate the delay. This strongly distorts the allocation of87

abatement investments by driving up the carbon price facing the rest of the economy. The higher88

carbon price, in turn, leads to an accelerated decarbonization of the remaining, non-vocal sectors,89

which is expensive because of adjustment costs.90

The second finding is that, normalizing by sectoral emissions rates, delaying low-cost abatement91

opportunities2 is more expensive than delaying high-cost abatement opportunities. This finding is92

somewhat natural: putting off investments in “low hanging fruit” leads to more expensive investments93

being made sooner-than-optimal, which increases the cost of decarbonization. However, we find this94

effect to be dwarfed by the effect of reallocating emissions mentioned earlier by about a factor of two.95

Therefore, our results suggest that the usual framing – in which the cost of a sub-optimal distribution of96

effort across sectors is driven by inter-sector differences in marginal abatement costs (Baranzini et al.,97

2017; Stiglitz, 2019; Gugler et al., 2021) – may have overlooked the joint role of adjustment costs and98

2Low-cost abatement opportunities are investments with low total abatement value; as we will make concrete in
Sections 2 and 4, these are investments in sectors with low marginal investment costs or low capital depreciation rates.
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sectoral emissions intensities that lead to larger increases in the cost of a sub-optimal allocation of99

efforts across the economy.100

The final insight from our analysis comes from our second set of numerical experiments, where we101

calibrate our model to Intergovernmental Panel on Climate Change (IPCC) data for marginal costs,102

emissions rates, and carbon budgets. We find that the energy sector is the most expensive sector to103

delay climate action in. This can be explained by energy having both a high emissions rate and a low104

marginal abatement cost. Therefore, energy almost perfectly characterizes a sector that is expensive105

to delay given the effects discussed above. We further find that, in practice, the sectoral emissions106

intensity is the dominant factor of the cost of delaying climate action in a given sector. These insights107

provide a “rule of thumb” for policymakers, which is that it is cheap to delay action in sectors with108

small emissions (and vice versa), with the cost of abatement technologies in the sector likely playing a109

secondary role.110

Our analysis proceeds as follows. We outline the general theoretical model in Section 2. Our111

different policy scenarios are outlined and linked to model parameters in Section 3. We then carry out112

two sets of numerical simulations to demonstrate model behavior in Section 4: a simplified two-sector113

model and a two-sector sensitivity test. Section 5 presents another set of numerical simulations, this114

time calibrated to IPCC data for sectoral marginal investment costs, emissions intensities, and carbon115

budgets. We summarize our findings, discuss policy implications of our work, present a few caveats to116

our approach, and posit directions for future study in Section 6.117

2 Model118

2.1 Forerunners119

The model considers an economy with a set of sectors given by I. Each sector i ∈ I can be characterized120

by four parameters: the emissions intensity, āi, the capital depreciation rate, δi, the marginal investment121

cost of abatement capital, c̄i, and the start time, t0,i, before which no abatement investment occurs122

in the sector. The model represents a centralized planner that decarbonizes the economy for the least123

cost such that some emissions budget, B – referred to as the remaining carbon budget, or just “the124

carbon budget” – is not exceeded. Here, the carbon budget is a geophysical quantity that relates125

the amount of carbon dioxide emissions the atmosphere can withstand before a particular long-term126

temperature threshold is crossed (Intergovernmental Panel on Climate Change, 2021). While we treat127

the carbon budget as a global quantity, the carbon budget can also be interpreted as the integrated128

flow of emissions a particular nation has committed to in compliance with their nationally determined129

commitment (or NDC). Our model would then inform the cost of being compliant with the NDC.130

To limit greenhouse gas emissions, the planner must invest in abatement capital stocks; this is a131

departure from other integrated assessment models that allow the planner to tune the abatement rate132

directly (such as Nordhaus, 2017). Past work suggests that integrated assessment models where the133

social planner chooses the abatement rate directly can lead to unsound policy advice (Vogt-Schilb and134

Hallegatte, 2014). We treat abatement capital stocks as abatement technologies that, once invested in,135

reduce greenhouse gas emissions over their capital lifetimes. This implies that abatement is embodied136

in these capital stocks, following the “committed emissions” framework originally developed by Davis137

and Socolow (2014). As an example, if one builds a green cement plant with a capital lifetime of 40138

years which replaces a dirty cement plant that emitted 0.5 MtCO2 per year, then building a green139

cement plant represents an investment in abatement equal to 0.5 MtCO2 per year, as long as the clean140

plant is in operation. The social planner must therefore build up abatement capital stocks over the141

investment horizon (while also replacing capital as it depreciates) such that the economy’s greenhouse142

gas emissions rate reaches zero when the carbon budget is depleted.143

With this background, we write investment and abatement in a given sector i ∈ I as xi(t) > 0 and144

ai(t) > 0, respectively, and the economy-wide cumulative emissions as ψ(t). The planner discounts the145
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future at a rate r. The cost of a unit of investment in the sector i ∈ I is given by ci(xi(t)), which is146

assumed to be an increasing and convex function of investment.147

The convexity of our cost function captures the impact of adjustment costs on the green transi-148

tion (Lucas, 1967; Mussa, 1977). Adjustment costs capture the propensity for a fast transition away149

from fossil fuels to be more expensive than a slow transition. For example, if one wants to retrofit a150

fleet of buildings to be energy efficient and carbon-free, doing so quickly would require training new151

builders and electricians, as well as pre-maturely consuming productive resources that could be more152

productively used elsewhere in the economy, compared to a slower transition. The cost of training153

additional workers to accommodate labor shortages, as well as the opportunity cost of using scarce ma-154

terials for decarbonization as opposed to other economic activity, are examples of “adjustment costs”.155

These effects lead the marginal cost of abatement capital, c′(x), to be an increasing function of the156

rate of capital installed, x, therefore making c(x) convex.157

2.2 The Optimal Policy158

In this setup, the first-best policy3 is the strategy where the planner immediately begins investing in159

each economic sector, implying that for all i ∈ I, t0,i = 0. The planner then solves,160

min
{xi(t)}i∈I

∫ ∞

0
e−rζ

∑
i∈I

ci(xi(ζ))dζ, (2.1)

Subject to : ȧi(t) = xi(t)− δiai(t),

ψ̇(t) =
∑
i∈I

(āi − ai(t)) ,

0 ≤ ai(t) ≤ āi,

0 ≤ ψ(t) ≤ B.

This model was studied extensively in Vogt-Schilb et al. (2018). Using the optimal path of abatement,161

a∗i (t), we can determine the ex ante optimal allocation of emissions to a sector i ∈ I as162

B∗
i :=

∫ ∞

0
(āi − a∗i (ζ)) dζ, (2.2)

which will be important for our discussion later.163

For the purposes of our paper, two theoretical insights about this model are relevant. The first164

is that the model exhibits a steady-state solution, where cumulative emissions and abatement in each165

sector is held constant at their upper bounds, ψ(t) = B and ai(t) = āi for each i ∈ I; this implies that166

xi(t) = δiāi in the steady state. The steady state investment cost, ci(δiāi), quantifies the total value of167

abatement capital in the sector.168

The point in time where the abatement equals the emissions rate (and therefore there is no residual169

emissions in the sector) can be referred to as the “decarbonization date” of that sector, which we170

denote as T ∗
i . The decarbonization date is determined endogenously and is linked to the carbon171

price that faces the sector(s), as higher carbon prices lead to more investment and therefore sooner172

decarbonization dates (and vice versa). As we will later discuss, a possible way to accommodate a173

political constraint is to lower the optimal carbon price facing a set of vocal sectors, which, in effect,174

pushes the decarbonization date of vocal sectors further into the future.4175

3Throughout, we refer to the solution of (2.1) as the “optimal” or “first-best” policy; every other policy we analyze is
referred to as “sub-optimal” or “second-best”. For our purposes, the solution to (2.1) represents both a qualitative and
quantitative benchmark against which we can measure the qualitative and quantitative implications of various sub-optimal
policies later.

4This could be an implicit goal in the European Union’s ETS2. ETS2 follows different rules and has a lower starting
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The second relevant theoretical insight is that the optimal investment pathway of (2.1) takes two176

general forms: a declining path or a bell-shaped path (see Proposition 1 from Vogt-Schilb et al. (2018)).177

The intuition for this result can be gleaned from the optimal path of marginal investment costs of (2.1)178

(see Eqn. (10) in Vogt-Schilb et al. (2018) or Eqn. (A.8)), which can be written as179

dc′i(xi,t)

dt
= (r + δi)c

′
i(xi,t)− µert (2.3)

where µ is the carbon price, determined endogenously as the shadow value of emissions reductions.180

From (2.3), one can see that if the marginal implicit rental cost of capital5 (given by (r + δi)c
′
i(xi,t))181

is greater than the carbon price (given by µert), it is optimal to increase investments over time before182

declining to the steady state. On the other hand, if the carbon price is larger than the marginal implicit183

rental cost, the optimal choice is to invest in capital up-front, which leads to a declining investment184

pathway. As we will see later, the imposition of political constraints on the optimal policy will alter185

the carbon price facing either the entire economy or some subset of economic sectors, thereby tilting186

the balances either towards or away from abatement investments in the near-term.187

2.3 Incorporating Political Economy Constraints188

To incorporate political constraints, of the set of economic sectors I, we denote some subset, V ⊂ I,189

as being politically vocal, while the remaining sectors, N := I \ V , are not (comparatively) politically190

vocal. The planner accommodates the political constraint by splitting the optimal policy described191

by (2.1), in which all sectors face a unique and perfectly-credible emissions cap/carbon price, into two192

separate, independent schemes. They then allocate a premium amount of emissions, Bp > 0, to the193

politically vocal sectors to the detriment of the non-vocal sectors. This procedure poses each set of194

sectors with their own carbon price, µj(t), and emissions cap Bj . Each group of sectors’ stock of CO2195

emissions are tracked separately as ψj(t) for each j ∈ {V,N}.196

It is worth mentioning that throughout, we consider a planner that always meets the constraint197

that emissions are kept below B. In reality, it may be possible that political constraints force the198

planner to simply adopt a higher carbon budget, or at a national level, for the policymaker to weaken199

its NDC. Policymakers may also wait to implement decarbonization policies until the cost of abatement200

technologies decline owing to global knowledge spillovers from countries with climate policies, i.e., they201

are “free riders” (Nordhaus, 2021). This, of course, will come at a price, whether that be in terms202

of increased climate damages or reputational costs for failing to achieve commitments made to the203

international community. Our analysis is not focused on these factors, as the question of increased204

damages and risk from delaying climate policies has been well-explored (for example, as in Daniel205

et al. (2019), Sanderson and O’Neill (2020), and Bauer et al. (2024b)). Rather, we are focused on the206

transition cost – that is, the cost of completing the required investments in abatement capital stocks to207

decarbonize one’s economy – associated with political constraints that prevent the first-best investment208

strategy from being pursued (along similar lines as The Council of Economic Advisors to the White209

House (2014) and Andaloussi et al. (2022)).210

Given the above discussion, we can formulate the optimal control problem for the politically con-211

price than ETS1, implying that the covered sectors (e.g., transportation) will be decarbonized later than if they were
incorporated into ETS1, where carbon prices are often over 80€/tCO2 (European Commission, 2023).

5The marginal implicit rental cost of capital is the rental price at which an optimal planner would be indifferent
between renting capital or buying capacity at c′i(x), as first proposed by Jorgenson (1967).
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Table 1. Policy Suites and How They Influence Model Parameterization. µV and µN are
the carbon prices applied to the politically vocal and non-vocal sectors, respectively; t0,V and t0,N are
the start times of the policies for the vocal and non-vocal sectors, respectively; and TV and TN are
the decarbonization dates of politically vocal and non-vocal sectors, respectively. Bp is the emissions
premium. Throughout, δT represents the amount of time that a policy is delayed. We use exact
representations of parameters when possible. When exact expressions cannot be written (because
some values, like decarbonization dates, are determined endogenously), we use arrows to represent if
the quantity is larger or smaller than the optimal and by how much. An entry of “opt” indicates that
optimal value for the policy suite is the same as the first-best.

Policy suite µV t0,V TV µN t0,N TC Bp

First-best opt 0 opt opt 0 opt 0

Immediate Heterogeneous Policy ↓ 0 T ∗
V + δT ↑ 0 ↓ Varies, see App. C

Delayed Heterogeneous Policy opt δT T ∗
V + δT ↑↑ 0 ↓↓

∑
i∈V

āiδT

Delayed Economy-wide Policy ↑↑↑ δT ↓↓↓ ↑↑↑ δT ↓↓↓
∑
i∈I

āiδT

strained policymaker as,212

min
{xi(t)}i∈I

∑
i∈I

[∫ ∞

t0,i

e−rζci(xi(ζ))dζ

]
, (2.4)

Subject to : ȧi(t) = xi(t)− δiai(t), i ∈ I,

ψ̇j(t) =
∑
k∈j

(āk − ak(t)) , j ∈ {V,N},

0 ≤ ai(t) ≤ āi, i ∈ I,

0 ≤ ψj(t) ≤ σjBp +
∑
k∈j

(B∗
k − t0,kāk) , j ∈ {V,N},

σj =

{
1 if j ∈ V

−1 if j ∈ N
.

We derive the analytic solution to (2.4) in Appendix A.213

3 Policy Suites214

3.1 Narratives215

Policymakers can relax or delay decarbonization initiatives in a set of economic sectors, or across the216

entire economy, to accommodate political constraints. These approaches generally take two forms, as217

either homogeneous or heterogeneous policies across sectors. A homogeneous policy faces each economic218

sector with the same, harmonized, perfectly-credible carbon price; to address political concerns, the219

policymaker could delay the onset of this carbon price schedule. One way of viewing this approach is220

that the policymaker is sacrificing the efficient temporal distribution of abatement investment across221

sectors (by delaying the policy), to ensure the efficient allocation of emissions to each sector of the222

economy (because all sectors face the same carbon price). In contrast, a heterogeneous policy divides223
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the economy into multiple carbon price regimes, where each regime has a different carbon price. The224

latter approach can itself take two forms, in both relaxing decarbonization initiatives in the sectors225

facing political constraints (i.e., implementing a sub-optimal carbon price immediately) or by delaying226

the onset of the optimal carbon price in vocal sectors for some amount of time.227

To explore each of these policy scenarios, we formulate four political economy-constrained policy228

suites that allow us to model each of these approaches to decarbonization. Each policy suite places229

increasingly stringent constraints on the policymaker, leading to more and more costly policies (we230

prove a cost ranking of the policy suites we consider in Appendix B). Throughout our discussion, we231

refer to a delay in either decarbonization or starting climate policy by δT > 0. Table 1 summarizes232

the implications of the policy suites we introduce below on model parameters, particularly the carbon233

price facing each grouping of economic sectors, the policy start times and the decarbonization dates of234

vocal and non-vocal sectors, as well as the emissions premia required to achieve policy goals.235

The first suite we consider is trivial: the “first-best”, no political constraints scenario. The planner236

simply enacts the first-best, optimal policy by solving (2.1). Throughout, we will use this baseline as237

a way to quantify the impact of political constraints in the other three suites we consider.238

The second policy suite involves a heterogeneous policy enacted immediately. We will refer to this239

policy option as the “immediate heterogeneous” policy. The planner accommodates political headwinds240

by allocating a premium amount of emissions to the set of vocal sectors, such that the decarbonization241

dates for the sectors i ∈ V are shifted by δT , making Ti = T ∗
i + δT . This deflates the carbon price242

in the vocal sectors and increases the carbon price facing the non-vocal sectors (see Table 1). One243

interpretation of this policy suite is that the policymaker is pursuing a strategy of “ambition ramp-up”244

in the politically vocal sectors, where a lower-than-optimal carbon price is enacted immediately and245

ambition is “ramped-up” in the future. The required emissions premium to achieve this outcome is246

unique to the vocal sectors in question, see Appendix C. This policy suite characterizes an approach247

that is focused on preserving the optimal timing of abatement investment (because the policy is enacted248

immediately) at the expense of the optimal allocation of emissions across sectors.249

The third policy suite represents a heterogeneous carbon price policy where the carbon price facing250

vocal sectors is delayed by some number of years. This policy suite will be referred to as the “delayed251

heterogeneous” policy option. For non-politically vocal sectors, the policymaker is able to implement252

policy immediately; hence, t0,i = 0 for all i ∈ N . However, in the politically vocal sectors, no policy is253

able to be implemented for some number of years, implying t0,i = δT for i ∈ V . This sets the emissions254

premium at Bp =
∑
i∈V

āiδT and shifts all the decarbonization dates for i ∈ V by δT . The carbon price255

facing the non-vocal sectors is again increased in this policy suite, while the carbon price facing the256

vocal sectors is the same as the optimal case (the policy is just pushed δT years into the future).257

The final policy suite we consider a delayed homogeneous approach, where economy-wide decar-258

bonization initiatives are delayed by some number of years. We refer to this policy suite as the “delayed259

economy-wide” policy. Since all policies in all sectors are delayed in this approach, we have t0,i = δT for260

all i ∈ I, and the emissions premium is equal to the economy-wide emissions intensity times the delay,261

Bp =
∑
i∈I

āiδT . This is the case, for instance, in nations where climate policy is “held hostage” by262

some set of economic sectors, or in nations where policymakers are waiting for all political constraints263

to be removed to implement the first-best (albeit delayed) allocation and sequencing of efforts across264

sectors. As an example of the latter case, a nation that depends on personal cars for transportation265

may have strong opposition to climate policies in the transport sector, and this opposition could be266

so strong that it impacts the entire nation’s climate agenda, therefore halting economy-wide climate267

policy. From a modeling perspective, this approach is equivalent to solving (2.1) with an emissions268

cap equal to B −
∑
i∈I

āiδT , where the total costs are discounted by a factor of exp(−rδT ). This policy269

suite prioritizes the optimal allocation of emissions across economic sectors while sacrificing the optimal270

timing of abatement investment (by delaying the start of climate policies).271
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3.2 Cost Ordering of Policy Options272

Before carrying out numerical experiments, we present the main theoretical result: that the cost of our273

policy suites considered in Table 1 are nested.274

Theorem 3.1. Consider (2.1) and (2.4). Then for equivalent amounts of delay in the decarbonization275

of the challenged sectors, the economy-wide delay policy suite is the most expensive sub-optimal pol-276

icy response to political constraints, followed by the delayed heterogeneous policy, with the immediate277

heterogeneous policy being the least expensive sub-optimal response for a fixed amount of delay.278

Proof. See Appendix B.279

The intuition for this result is as follows. First, consider the immediate heterogeneous policy and the280

delayed heterogeneous policy. Both policies delay the decarbonization date of the challenged sector by281

some number of years. However, in the immediate heterogeneous policy, investments are smoothed out282

over time, which limits the additional costs of the political constraint that are imposed by adjustment283

costs (because the investment rate is lower). This is not the case in the delayed heterogeneous policy,284

where all investments are withheld for the delay period, increasing the additional costs of policy relative285

to the immediate heterogeneous case.286

The delayed heterogeneous policy, in turn, is less expensive than the delayed economy-wide policy.287

In this case, investments in abatement are delayed for equal amounts of time for each policy. Since288

investments are only delayed in a subset of sectors for the delayed heterogeneous policy, the required289

emissions premium is less than in the economy-wide case. This limits the distortion to the optimal290

allocation of abatement across the economy, making the delayed heterogeneous option less expensive291

than the delayed economy-wide policy.292

Another way of understanding this result is that the sets of solutions over which the policymaker can293

optimize are nested: the solutions in the delayed economy-wide policy are included in the solution set294

with the delayed heterogeneous policy, which in turn is included in the solution set with the immediate295

heterogeneous policy.296

4 Simplified Examples297

We will now carry out two examples of model behavior to gain intuition for how altering optimal298

abatement investment strategies to assuage political constraints changes policy outcomes. Throughout299

this section, we will focus on comparing the first-best policy and the “sectoral, delayed action” policy;300

later, in our calibrated numerical experiments, we will simulate all four policy suites shown in Table 1.301

Note that the goal of this section is not to emulate real-world economies, but rather to build an302

understanding of general model dynamics.303

4.1 Two Sector Case304

We begin by demonstrating the general behavior of the first-best policy and the delayed, sectoral policy.305

In the latter case, policy is delayed by five years (i.e., δT = 5 yrs). We model an economy with two306

sectors that have the same marginal investment cost and capital depreciation rate, given by c̄ = 10, 000307

($ / tCO2) / (GtCO2 / yr2) and δ = 10%, respectively, but with differing emissions intensities. The308

“high emissions” sector has an emissions rate of 4 GtCO2 per year (denoted as āhi), while the “low309

emissions” sector has an emissions rate of 2 GtCO2 per year (denoted by ālo). The discount rate is310

given by 2% and the carbon budget is 200 GtCO2.
6

311

6In the Supplementary Information, we carry out this same calculation for two sectors where the emissions rates are
the same and (1) the marginal investment costs are different or (2) the capital depreciation rates are different, see Figures
S1 and S2, respectively.
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Figure 1. Two Sector Example of Model Behavior. Panel a shows the optimal investment effort,
c(x), for both sectors in the optimal policy (dashed lines) and in the policy where the decarbonization
of the high emissions sector is delayed by five years (solid lines). The high emissions sector investment
path is in blue, while the low emissions sector is in pink. The black dotted lines show the steady state
investment effort for both sectors (see the labels in panel b). Panel b is as a, but when decarbonizing
the low emissions sector is delayed by five years. Panel c and d show the optimal abatement in each
policy case. The black dotted line in panels c and d show the steady state abatement rate.
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The result of this exercise is shown in Figure 1. The left column (panels a and c) represent the312

scenario where the high emissions sector is delayed, while the right column (panels b and d) represent313

the scenario where the low emissions sector is delayed. In each column, the policy for the high emissions314

sector is in blue and the policy for the low emissions sector is in pink. The first-best policy is the thin,315

dashed lines while the policy with delay is given by the solid lines. Figs. 1a–b show the investment316

effort, while Figs. 1c–d show the abatement. Finally, the dotted black lines in Figure 1 show the steady-317

state values for each quantity as discussed in Section 2, while the colored and grey dotted lines show the318

decarbonization dates of each sector in the policy with delay and the optimal policy, respectively. Note319

that the blue, solid line (pink, solid line, resp.) in Fig. 1a (Fig. 1b, resp.) is the optimal investment320

path shifted forward by five years, consistent with the delayed, sectoral policy approach (see Table 1).321

The first insight shown in Figure 1 is the bell-shaped investment paths mentioned in Section 2.2,322

see Figs. 1a–b. Here both sectors have bell-shaped paths, but the rise and fall of their paths is323

different owing to differing sectoral characteristics, and therefore different marginal implicit rental324

costs of capital. In our case, the high emitting sector, because of its higher emissions rate, rises slower325

and peaks later than the low emissions sector. The optimal path of abatement (Figs. 1c–d) highlights326

the difference between each sectors’ decarbonization date: we see that the high emissions sector is327

decarbonized after 2100, while the low emissions sector is decarbonized by 2075 or so.328

Turning one’s attention to the policies with political constraints (solid lines in Figure 1), we show329

how the sectoral characteristics of the vocal and non-vocal sectors changes the impact of delaying330

climate policies. When the high emissions sector is delayed (left column in Figure 1), we find that331

the low emissions sector experiences about a 200% increase in present-day spending. The investment332

path then raises quicker and peaks sooner than in the optimal case. This change in investment effort333

is required in order to “make room” in the emissions budget to accommodate the delay of policies334

impacting the high emissions sector. The overall increase in spending leads to the low emissions sector335

being decarbonized about 25 years sooner compared to the first-best case, and increases total policy336

costs by 3.8%.337

The impact of delaying the low emitting sector are, by comparison with the high emitting sector,338

much smaller. The optimal investment pathway of the high emissions sector is quite close to the optimal339

solution (compare the blue solid and dashed lines in Fig. 1b), and the initial level of investment is only340

increased by about 15%. Likewise, the high emitting sector is decarbonized only 3 years earlier, and341

total policy costs are increased by just 1.3%, almost a third of the increase in policy costs when policies342

impacting the high emitting sector are delayed.343

The reason that political challenges facing the high emissions sector are more expensive than the344

low emissions sector can be explained by the emissions premium required to accommodate the polit-345

ical constraint. High emissions sectors require more emissions to be re-allocated to their budgets to346

accommodate political constraints than do sectors with low emissions intensities (see the final column347

in Table 1). Consequently, vocal sectors with high emissions rates distort the carbon price impacting348

non-vocal sectors more than vocal sectors with low emissions rates, thus inducing a more pronounced349

distortion in the optimal allocation of abatement. In the example above, when the high emissions350

sector is treated as politically vocal, the carbon price impacting the non-vocal, low emissions sector is351

increased by 78% relative to the optimal carbon price. As a result, the non-vocal sector is decarbonized352

25 years sooner than in the optimal case. When the low emissions sector is vocal, the carbon price353

impacting the non-vocal, high emissions sector increases by just 7% in comparison. This causes a paltry354

change in the decarbonization timeline for the non-vocal, high emissions sector, moving it only three355

years sooner. This asymmetry in the carbon price distortion relative to the optimal explains why high356

emitting sectors are more expensive to delay than low emitting sectors.357
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Figure 2. Sensitivity of Policy Cost to Different Sectoral Configurations. Panel a shows
the ratio of the total cost of the delayed heterogeneous action policy and the optimal policy plotted
against the ratio of total abatement value between the vocal and non-vocal sector when we vary one
parameter and hold the others constant (the varied parameter is given by the color of each line, see the
legend). Panels b–c are heatmaps of total policy cost sensitivity to co-varying the emissions intensity
and capital depreciation rate of the vocal sector, holding marginal investment costs fixed. See the
titles of each panel for the relative marginal investment costs between sectors. Hatching in panels
b–c represents infeasible parameter combinations (because delaying climate policies causes the carbon
budget allocated to the non-vocal sectors to be zero or negative). The white stars in panels b–c show
the points that are plotted in panel a.
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4.2 Sensitivity of Policy Cost to Model Parameters358

In the above example, we assumed sectors were identical outside of their emissions intensities. But how359

do model parameters determine the cost of delaying climate policies? We can more rigorously explore360

the trade-offs between parameters via a sensitivity test. We carry out simulations where we generate361

27000 synthetic combinations of the two sector system described above, where the marginal investment362

cost, emissions intensity, and the capital depreciation rate of the politically vocal sector is varied while363

we keep the characteristics of the non-vocal sector fixed.364

As we discussed above, a key determinant of the cost of delaying climate policies is the relative values365

of model parameters (in the above case, an asymmetry in emissions rates). This implies that it is not366

so much the absolute value of the model parameters that matters, but rather the relative values of the367

parameters between sectors. This supports our choice to keep the non-vocal sector characteristics fixed368

while varying the vocal sector characteristics. It also implies that, in the numerical simulations below,369

even if we over- or under-estimate the total costs of decarbonization, our qualitative results on the costs370

of delay remain unchanged. We vary each parameter such that the marginal investment cost, emissions371

intensity, and capital depreciation rate vary between being half that of the non-vocal sector to twice that372

of the non-vocal sector (i.e., for each parameter ξvocal, we have ξvocal ∈ [0.5×ξnon−vocal, 2×ξnon−vocal]).373

The results of the sensitivity test are shown in Figure 2. Fig. 2a shows the ratio of policy costs in the374

delayed, sectoral action policy to the first-best policy plotted against the ratio of total abatement value,375

c(δā), between the vocal and non-vocal sector, when only one parameter is varied. The parameter that376

is being varied is given by the colors (see the legend). Note the total abatement value is given by the377

total investment effort in the steady state, and because our cost functions are assumed quadratic, is378

given by c(δā) = c̄δ2ā2/2 (see Assumption 1 in Appendix A). Figs. 2b–c are heatmaps of additional379

policy cost when both the emissions rate and the capital depreciation rate are varied (and marginal380

investment costs are held fixed). We choose to hold marginal investment costs fixed because it induces381

the least variability in policy costs, as shown by the pink line in Fig. 2a. We provide heatmaps where382

each parameter is held constant in the Supplementary Information, see Figure S3.383

The first takeaway from this sensitivity test is that the cost of delaying policies is most sensitive to384

asymmetries in the annual emissions rate of each sector (green line in Fig. 2a). This is explained by385

the emissions premium effect described in the previous example: delaying policies impacting sectors386

with high emissions rates causes larger distortions in the allocation of emissions between sectors than387

policies impacting low emissions sectors, therefore leading to higher policy costs. We further find that388

variability in the emissions rate is dominant even when other parameters are covaried; in Figs. 2b–c,389

we find that, for most parameter combinations, contour levels show more variation along the vertical390

direction than the horizontal. This implies that asymmetries in the emissions rates between the two391

sectors is more important for the cost of delaying policies than asymmetries in the capital depreciation392

rate or marginal investment costs.393

The sole exception to this finding is along the frontier where parameter combinations become394

infeasible, shown by the hatched regions in Figs. 2b–c. These infeasible parameter combinations arise395

when, in order to accommodate the political constraint, the carbon budget of the non-vocal sector396

becomes zero or negative, therefore making the problem infeasible (i.e., it has infinite cost). The397

location of this frontier is influenced by both the capital depreciation rate and the emissions rate398

because of how each parameter impacts the optimal allocation of emissions between sectors. When399

one sector has a higher capital depreciation rate than the other, more emissions are allocated to the400

higher depreciation rate sector in the optimal case (because it has a higher total abatement value).401

Therefore, one needs less of an emissions premium (i.e., a lower value of āvocal/ānon−vocal) to arrive at402

an infeasible policy when δvocal/δnon−vocal is large. The same is true when there are large asymmetries403

in the marginal investment cost between vocal and non-vocal sectors, which explains why there is more404

hatched area in Fig. 2c than in Fig. 2b. As the capital depreciation rates become closer between vocal405

and non-vocal sectors, the optimal allocation becomes more even, and the emissions premium required406

to have an infeasible setup increases.407
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Table 2. Model Calibration. For each sector, we present the annual emissions rate, ā, capital
depreciation rate, δ, and the marginal investment cost, c̄. We also show the social discount rate, r, and
the global carbon budget, B. Note the carbon budget used throughout is for a 1.7 °C global temperature
target.

Global parameters: r = 2 % yr−1 B = 625 GtCO2

Sector ā
[
GtCO2 yr−1

]
δ [% yr−1] c̄

[
$ tCO−1

2

GtCO2 yr−3

]
Waste 0.82 3.3 12954

Industry 5.47 4 5566

Forestry 8.25 0.8 2259

Agriculture 4.07 5 7567

Transport 3.74 6.7 1942

Energy 11.99 2.5 895

Buildings 3.2 1.7 4122

While we find that the cost of delaying climate policies increases with the emissions rate of the408

vocal sector, we find the opposite relationship between policy costs and capital depreciation rates and409

marginal investment costs (pink and blue lines in Fig. 2a).7 The rationale behind this result is that,410

when the marginal investment cost of the vocal sector is less than the marginal investment cost of411

the non-vocal sector (thus cvocal(δvocalāvocal) < cnon−vocal(δnon−vocalānon−vocal)), delaying the cheaper412

sector causes more effort up-front in the expensive sector. Adjustment costs make this additional413

up-front effort in the more expensive sector costly. The implications are the same for the relative414

capital depreciation rates of the sectors, because the total abatement value depends quadratically on415

the capital depreciation rate. This explains why the capital depreciation rate causes more variability416

in total policy costs than marginal investment costs (i.e., the blue line varies more than the pink line417

in Fig. 2a over identical relative parameter ranges). Overall, we find that these effects are smaller than418

the emissions premium effect examined earlier, but explain why, when emissions rates between sectors419

are the same, we find an inverse relationship between policy costs and relative marginal investment420

costs (or relative capital depreciation rates).421

5 Calibrated Numerical Experiments422

5.1 Design423

We now present model simulations calibrated to the global economy. We discuss the details of our424

calibration scheme in Appendix D and show the model parameters used throughout in Table 2.8 In425

all of the results we show below, the planner aims to decarbonize the world economy such that global426

average temperatures do not breach 1.7 °C in the long-run, in compliance with the Paris Agreement427

warming targets (United Nations Framework Convention on Climate Change, 2015).9428

7Recall that along the pink and blue lines in Fig. 2a, the emissions premium is held constant because the emissions
rates of the sectors are fixed.

8Note that throughout the paper, all dollar values are in 2020 USD.
9Note that we do not consider direct air capture technologies in our analysis. This is because of their high cost relative

to other abatement options. Our experiments thus model the “worst case” scenario for policy costs, as if the cost of direct
air capture technologies decline in the future, overall costs would decrease as some expensive mitigation options would
not be pursued in favor of direct air capture.
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One important note on our calibration is that we treat all emissions from energy consumption429

as emissions attributed to the energy sector. This implies that emissions required to charge electric430

vehicles are attributed to the energy sector, not the transport sector; rather, transport sector emissions431

would arise from driving a combustion engine vehicle, for example. Therefore it is possible within the432

model to “decarbonize” transport (when the entire vehicle fleet turns over from gas-fired combustion433

engines to electric vehicles) even if the energy sector itself is not yet fully decarbonized (meaning434

some electricity used to charge the electric vehicle fleet is dirty). One could argue that this implies435

that the transport sector is not yet fully decarbonized, but from an abatement capital perspective,436

there are no further investments required within transportation sector that can lower its emissions; the437

remaining capital installations must be in energy generating capital stocks, like advanced nuclear, wind438

turbines, and solar arrays. We provide a breakdown of mitigation options by sector in Table S1 of the439

Supplementary Information.10440

We will begin our numerical simulations by focusing on two sectors as being politically vocal: energy441

or industry. Our motivation is that energy is the sector with the highest annual emissions rate, implying442

that delaying this sector would require the largest reallocation of emissions across the economy. As443

discussed in Section 4, the emissions rate of the vocal sector is a key driver of the cost of delaying444

climate policies. Therefore, treating energy as politically vocal will allow us to probe the upper bound445

of the costliness of our political constraints. Industry, on the other hand, has a moderate emissions446

rate (about half that of energy), but is over six times as expensive in terms of marginal investment447

costs compared to energy. Its capital depreciation rate is also about twice that of energy. Therefore,448

these two sectors provide useful guideposts for our discussion, where energy signifies delaying a cheap449

sector with substantive annual emissions, whereas industry represents delaying a sector with moderate450

emissions but with high total abatement value.451

From a narrative perspective, modeling delay in the energy sector could represent a situation n452

which fossil fuel subsidies prove difficult to reform, while delaying heavy industry could represent a453

nation that is concerned about the competitiveness of domestic industries and therefore delays the454

decarbonization of its industrial sector. We will explore the impact of delaying decarbonization for455

each sector listed in Table 2, and relate this to their sectoral characteristics, at the end of this section.456

To summarize, our experiments solve for the optimal abatement investment schedule in each policy457

scenario described in Table 1 with either energy or industry serving as the politically vocal sector (i.e.,458

each set of simulations are carried out independently, with one politically vocal sector). This means459

we solve either (2.1) or (2.4) with a specified δT amount of delay. We repeat this process for a number460

of δT ∈ (0, 10] with a discretization of 0.1 years.461

5.2 Results462

We begin by showing the optimal investment pathways when energy is treated as politically vocal463

in Figure 3. (We provide an analogous figure for when industry is treated as politically vocal in the464

Supplementary Information, see Figure S4.) The grey solid lines show the first-best investment path, the465

blue dash-dot lines show the immediate heterogeneous action policy approach, the blue solid lines show466

the delayed heterogeneous option, and the pink dotted lines show the economy-wide delay approach.467

For each path in Figure 3 we set δT = 10 years, implying a ten year delay in the decarbonization468

of the energy sector in the immediate heterogeneous action path, a ten year delay in instituting the469

optimal climate policy in the energy sector for the delayed heterogeneous policy, and a ten year delay470

in enacting the optimal economy-wide policy in the delayed economy-wide option.471

Figure 3 highlights the qualitative similarities and differences between the policy suites. We further472

quantify the size of the emissions premia required for each policy suite in Table 3, as well as the total473

emissions cap for the vocal and non-vocal sectors and the relative change in the emissions allocation474

10See also the Technical Summary, Chapter TS5, Section 9, “Mitigation Potentials Across Sectors and Systems”, p.
123-125 and figures therein of Intergovernmental Panel on Climate Change (2022) for further information.
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Figure 3. Investment Paths. Panels show the optimal investment path in each sector (see the titles)
when energy is treated as the politically vocal sector. The first-best path is given by the solid, grey
lines; the immediate heterogeneous path is given by the blue dash-dot lines; the delayed heterogeneous
path is given by the blue solid lines; and the delayed economy-wide path is given by the pink dotted
line.

to each group of sectors. The immediate heterogeneous policy paths (dash-dot lines in Figure 3) show475

smaller changes in the investment pathways of the non-vocal sectors than the delayed, sectoral paths476

(solid lines in Figure 3). This is consistent with the immediate heterogeneous policy requiring a smaller477

emissions premium to accommodate the political constraint than the delayed, sectoral approach (see478

Tables 1 and 3), resulting in smaller carbon price distortions and thus changes in investment paths.479

Changes in the investment paths induced by the immediate or delayed heterogeneous options, however,480

are dwarfed by changes caused by the economy-wide delayed action approach. This is because the481

emissions premium required to enact this approach is over three times as large than delaying energy482

alone (because energy accounts for about a third of total emissions). As discussed in Section 4, larger483

emissions premiums lead to larger distortions in carbon prices, and therefore bigger changes in the484

optimal investment path. (We quantify the changes in the carbon price facing vocal and non-vocal485

sectors as a result of each policy suite in the Supplementary Information, see Figure S5.)486

Examining the investment path of energy in the immediate and delayed heterogeneous action policy487

options (dash-dot and solid blue lines in Panel 3f) shows how the investment path for the politically488

vocal sector differs between the two approaches. For the immediate heterogeneous policy, investment489

is smoothed out over time to accommodate the political constraint. On the other hand, in delayed490

heterogeneous policy, the optimal investment strategy is shifted by a decade, and no changes are made491

to the investment schedule once the policy is enacted a decade hence. This partially explains why the492

cost of the immediate heterogeneous approach is less than the delayed heterogeneous approach: the493

planner can “smooth out” the political constraint by smoothing investment over time, which cannot494

be done when all policies impacting vocal sectors are delayed.495

One can visualize the magnitude of changes in the investment paths by computing the decarboniza-496

tion dates of each sector relative to the optimal in each policy suite, as shown in Figure 4. We find497

that sectors with low total abatement value (such as waste and buildings) have smaller changes in498

their decarbonization dates than sectors with large total abatement value (such as agriculture and499

industry). In particular, the observed change in the decarbonization date of high total abatement500
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Figure 4. Decarbonization Dates. Panels show the change in decarbonization date of each sector
when energy or industry is treated as the politically vocal sector. Orange lines show results when
industry is politically vocal, while blue lines show results when energy is treated as politically vocal.
Results from the immediate heterogeneous policy are given by the dash-dot lines; results from the
delayed heterogeneous policy are given by the solid lines; and results from the delayed economy-wide
policy are given by the pink dotted line.
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Figure 5. Aggregate Cost Implications of Delay in Each Policy Suite. Panel a shows the
total policy cost for each policy suite as a function of delay. Panel b shows the relative change in cost
to the optimal policy cost. Panel c shows the marginal cost of delay across each policy suite, calculated
as the derivative of policy cost with respect to delay (i.e., the slope of each line in Panel a).

value sectors approaches 40 years in the delayed economy-wide action approach, whereas low total501

abatement value sectors experience more modest changes in their decarbonization dates; relative to the502

optimal policy, the decarbonization dates these sectors decreases by at most 7 years. This is because,503

when decarbonization needs to be sped up in non-vocal sectors to accommodate political constraints504

in vocal sectors, sectors that decarbonize relatively quickly in the optimal least-cost policy (such as505

waste, buildings and transport) cannot be further accelerated because adjustment costs would make506

this prohibitively expensive. This leads to more effort being siphoned towards sectors with high total507

abatement value (which have a low initial level of investment, see Figure 3), implying larger changes508

in the decarbonization dates of those sectors.509

We further find that, as expected, treating industry as politically vocal leads to less changes in510

decarbonization dates than when energy is treated as politically vocal. For example, treating energy511

as politically can lead to the agricultural sector decarbonizing about 15 years sooner, whereas treating512

industry as politically vocal can lead to agriculture decarbonizing only 9 years sooner. This is a result513

of the different sizes of emissions premia and distortions in the optimal allocation of emissions required514

to accommodate political challenges facing either sector (see Table 3). This supports our previous515

argument that the emissions rate of the politically vocal sector is the leading-order contributor to the516

cost of delaying climate policies impacting the vocal sector. The costliness of delaying climate policies517

impacting industry is further suppressed by its higher total abatement value relative to energy.518

The changes in optimal investment paths and decarbonization dates results in higher overall policy519

costs, which we show in Figure 5. We show the policy cost in Fig. 5a, the ratio of the policy cost to the520

first-best in Fig. 5b, and the marginal cost of delaying policy in a given sector in Fig. 5c. Note that521

we compute the marginal cost of delaying policy in a given sector by taking the derivative of Fig. 5a522

with respect to the amount of delay.523

Our first finding from Figure 5 is that the quantitative implications of delay for the immediate524

heterogeneous policy are small in comparison to the other policy suites. For energy, we find that525

delaying decarbonization by a decade in the immediate heterogeneous policy results in just a 1.7%526

increase in overall policy costs, and a 0.6% increase for delaying industry for a decade; in monetary527

terms, this implies increases of a $410 billion and $140 billion in cost, which is dwarfed by the $11.7528

trillion increase by a decade of delay in economy-wide delay policy. The difference between monetary529
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Table 4. r2 Values for Regressions Between Parameter Values and Relative Policy Cost
After Delay, Shown in Figure 6.

Policy suite Delay amount (years) δ ā log10(c̄i)

Immediate heterogeneous action 5 0.28 0.95 0.61

10 0.26 0.97 0.69

Delayed heterogeneous action 5 0.32 0.89 0.69

10 0.28 0.92 0.69

impacts in the immediate heterogeneous policy, as opposed to the delayed heterogeneous or economy-530

wide policy, results from some degree of action being taken immediately. This allows the policymaker531

to smooth investment over time, which is not possible when all action in the challenged sectors is532

delayed. As a result, relaxation-based policies require far less emissions premiums to accommodate533

delay, thus limiting their impact on aggregate policy costs.534

Our second finding is that the aggregate economic cost of policy increases nonlinearly as decar-535

bonization in the vocal sector(s) is delayed. This can be shown most succinctly in Panel 5c, where we536

find the marginal cost of delaying decarbonization to be increasing in delay. This result is perhaps not537

surprising given the presence of adjustment costs: as decarbonization in the vocal sector(s) is increas-538

ingly delayed, the more non-challenged sectors are squeezed to decarbonize sooner, which adjustment539

costs make nonlinearly more expensive. The requisite decrease in spending in the vocal sector cannot540

account for the increasing expenses in the non-vocal sectors, leading to a higher overall cost of policy.541

Another interpretation of Figure 5 is that when all policies are delayed (as in delayed economy-wide542

action policy), objectives becomes increasingly difficult to achieve without strong, costly action. With543

a smaller delay, or a sub-optimal set of policies in politically challenged sectors (à la the immediate544

or delayed heterogeneous approaches), the increase in cost remains roughly linear and thus less costly545

than the delayed economy-wide option.546

Finally, despite their qualitative similarities, we find significant quantitative variation in the ag-547

gregate policy cost across policy suites. For the delayed economy-wide policy suite, aggregate policy548

costs can increase by as much as 50% (see Panel 5b), and the marginal cost of delay (Panel 5c) can549

exceed $2.5 trillion per year of delay. In the immediate or delayed heterogeneous policies, we find550

that increases in the aggregate policy cost are much less than in delayed economy-wide policy case:551

the marginal cost of delay is a maximum of $76 billion or $397 billion per year for the immediate or552

delayed heterogeneous policies, respectively.553

We carry out the same analysis above treating each sector as politically vocal and compute the cost554

of delay for each case in Figure 6. We find similar results as presented in our sensitivity analysis in555

Section 4: the additional policy cost of delay is increasing in the emissions rate of the vocal sector and556

decreasing in the marginal investment cost and capital depreciation rate of the vocal sector. However,557

we find a much higher correlation between policy costs and emissions rates than we do policy costs and558

marginal investment costs or capital depreciation rates (see Table 4). This result suggests that it is559

the size of the emissions premium required to accommodate political constraints, rather than the total560

abatement value of sectors, that wins out in determining the cost of political constraints in climate561

policies.562

One important implication of this result is that, in real-world settings, energy is the most expensive563

sector to delay acting in. We find this to be true for both the immediate heterogeneous policy and the564

delayed heterogeneous policy. The fact that energy has the lowest marginal investment cost and a rela-565

tively low capital depreciation rate further bolsters the cost of delaying policies aimed at decarbonizing566
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Figure 6. Increase in Policy Costs Treating Each Sector as Politically Vocal. Panel a shows
the relative policy cost between the immediate heterogeneous policy and the first-best when each sector
is treated as politically vocal, plotted against the capital depreciation rate of the sector; each sector
is represented by a colored dot. Circular dots represent results from a 10 year delay, while pluses
represent results for a five year delay. Panels b, c are as a, but plotted against the emissions rate and
the logarithmic marginal investment cost of the vocal sector, respectively. Panels d–f are as a–c but
for the delayed heterogeneous action policy option.
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it. Indeed, energy is the “perfect” sector, as described by our analysis, to have a large cost of delay: it567

has a high emissions rate, leading to high emissions premia, and a low marginal investment cost and568

capital depreciation rate, leading to more effort happening in the expensive sectors to accommodate569

political constraints in the energy sector.570

6 Discussion571

We close by summarizing the key findings of this paper, discussing the implications of our results for572

policy, offer some caveats to our analysis owing to factors excluded from our modeling approach, and573

propose future directions.574

6.1 Summary of Key Findings575

Our first contribution is to present a model that incorporates political constraints into optimal decar-576

bonization investment strategies. We used this model to quantify the cost of delaying climate policies577

towards reaching some climate goal (in this case, limiting cumulative emissions below the carbon bud-578

get). Our model captures the influence of adjustment costs, broadly defined as economic factors that579

make transitioning quickly away from fossil fuel use more expensive than transitioning slowly (such as580

supply constraints on technologies or labor training and re-training costs).581

We then outlined four policy suites that involve delaying climate action, both at a sectoral level and582

across the economy, and utilized our model to quantify the cost of each of these scenarios. We carried583

out two sets of numerical simulations: one set of simulations with synthetic two-sector configurations584

to understand what sectoral characteristics drive the cost of delaying climate policies; and one set585

of simulations calibrated to International Panel on Climate Change (IPCC) data on abatement costs,586

emissions rates, and carbon budgets to understand how the broad characteristics of the global economy587

impact the costliness of delay.588

The primary insight from our simulations using synthetic two-sector economies is that there are589

two mechanisms by which delaying climate policies in one sector can impact the overall cost of policy:590

(1) the size of the emissions premium required to accommodate the political constraint, and (2) the591

relative total value of abatement between the two sectors.592

The size of the emissions premium dictates how much of the total emissions cap needs to be redi-593

rected to politically vocal sectors to assuage political constraints. Politically vocal sectors with high594

emissions rates require a larger emissions premium (and therefore a larger distortion in abatement595

efforts relative to the optimum) to accommodate political constraints than politically vocal sectors596

with low emissions rates. Therefore, delaying sectors with large emissions rates leads to higher carbon597

prices facing the non-politically vocal sectors, which then leads to the especially rapid decarbonization598

of the non-vocal sectors. Adjustment costs make this increased pace of decarbonization in low emissions599

sectors even more costly. These findings are likely to also hold in a cost-benefit setting, as delaying600

high emissions sectors would lead to more near-term temperature rise and therefore more economic601

damages than delaying low emissions sectors (because cumulative emissions are linearly linked to tem-602

perature rise via the transient climate response to emissions, as discussed in Matthews et al. (2009)603

and Intergovernmental Panel on Climate Change (2021)).604

The relative value of abatement between the politically vocal and non-vocal sectors explains why605

delaying cheap (or fast-depreciating) sectors is more expensive than delaying expensive (or slow-606

depreciating) sectors, conditional on the same emissions rate for the sectors. When a low total value607

of abatement sector is delayed, high value of abatement sectors are forced to decarbonize sooner. Be-608

cause costs are higher in those sectors, forcing a premature decarbonization of expensive sectors is609

more costly than prematurely decarbonizing cheap sectors, especially in the presence of adjustment610

costs. Our experiments suggest that the impact of large emissions premia is roughly double that of the611

relative abatement value between sectors.612
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Our IPCC-calibrated experiments also showed that the impact of large emissions premia described613

above is dominant compared to the relative value of abatement between sectors. The main finding from614

these experiments is that the energy sector has all the characteristics of a sector which is expensive615

to delay: it has high emissions (almost twice that of the next closest sector in our calibration), low616

marginal investment costs, and a relatively low capital depreciation rate. This intuition complements617

previous work that highlights the importance of decarbonizing the power sector for other reasons,618

such as meeting climate goals and enabling the decarbonization of high energy demand sectors such as619

passenger transport (Williams et al., 2012; Audoly et al., 2018). These calibrated numerical experiments620

thus support the findings from our synthetic numerical simulations: that the most expensive sectors621

to delay climate action in are those with high emissions rates. This insight provides a “rule of thumb”622

for policymakers navigating the political and economic landscape of decarbonization.623

6.2 Implications for Policy624

Our quantitative results in Section 5 underscore the relative economic costs for different deployments625

of delay as a policy instrument. On the one hand, we find that delaying decarbonization across sectors626

can increase the cost of the green transition by as much as 50%. On the other hand, relaxing action627

in politically challenging sectors can have modest cost impacts, increasing the cost of policy by at628

most 1.7% for a decade of delay. In this way, our results highlight that the tactical use of delay, as629

demonstrated in the immediate heterogeneous action approach, can have a low additional cost while630

complying with political constraints, whereas the “brute force” application of delay (as in the delayed631

heterogeneous or economy-wide policies) can have larger additional costs.632

These findings underscore how implementing a sub-optimal policy in the near-term is more cost-633

effective than waiting to implement a more efficient policy in the future. Comparing the difference634

in cost between relaxing or delaying decarbonization in the energy sector supports this point: the635

difference in the additional policy cost between the two approaches is ∼ $2 trillion (granted this636

difference is smaller for less emissions-intensive sectors, like industry). Of course, each of these options637

are better than delaying all climate policies.11 We conclude that, if a policymaker were facing political638

headwinds while still wanting to achieve climate goals, implementing a sub-optimal carbon price or639

ETS that delays the full decarbonization of vocal sectors may be an attractive policy approach. This640

conclusion would support the idea of exemptions for politically sensitive sectors if and only if they641

make it possible to implement the policy sooner.642

Our final note is that it is not clear that the “brute force” application of delay is, in the long643

run, politically expedient. This is because, for the delayed heterogeneous or economy-wide policy644

approaches, the policy implemented after the delay period must be at least as stringent as the optimal645

policy in order for the policymaker to remain compliant with the emissions cap; in the case of the delayed646

economy-wide policy, the required policy could be significantly more stringent than the optimal policy.647

Also, the costs of delay rise at different rates between sectors (see Figure S6 in the Supplementary648

Information), meaning that delaying policies because of currently-vocal sectors may cause additional649

sectors to become vocal later after the delay because of rising policy costs. Therefore, the political650

environment after the delay period not only has to be amenable to the original optimal policy in the651

delayed sectors or across the entire economy, but it may require an environment that is exceedingly652

(perhaps unreasonably) favorable so that an even more stringent carbon price can be implemented.653

11One possible exception to this conclusion could be policies which are administratively burdensome and do not lead
to tangible emissions reductions. In this case one would have the worst of both worlds: nontrivial costs and a reduced
remaining carbon budget, which would demand an accelerated and costly policy schedule later to remain compliant with
the emissions budget.
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6.3 The Influence of Technology Change654

One aspect of decarbonization policies not explicitly addressed in our analysis is endogenous technology655

change (Hogan and Jorgenson, 1991; Armitage et al., 2023).12 Endogenous technological progress656

is spurred by investments in a given sector or technology and can greatly impact the allocation of657

investment over time (Kverndokk et al., 2004; Schmidt and Sewerin, 2017; Gillingham and Stock, 2018).658

Nowhere have the effects of induced technical change been more pronounced than in photovoltaic solar659

panels, the cost of which have declined substantially over the last decade plus (Bollinger and Gillingham,660

2019). Recent work has further shown that learning-by-doing and knowledge spillovers substantially661

boost global welfare gains as a result of the United States’ Inflation Reduction Act (Arkolakis and662

Walsh, 2023). Endogenous technology change can be modeled in various ways, ranging from agent-663

based approaches that capture decision-making about research and development in green and dirty664

technologies (Acemoglu et al., 2012) to macro-level, knowledge accumulation-based approaches (e.g.,665

Goulder and Mathai, 2000); see Coppens et al. (2024) for a review of the role of technology change and666

its various representations in integrated assessment models.667

While not modeled explicitly, we can comment on how our results would interact with endogenous668

technology change.13 The first clear implication is that, since the rate of endogenous technologi-669

cal progress depends on the cumulative amount of investment in a given sector (akin to “Wright’s670

law” (Wright, 1936)), delaying investment in sectors with high rates of endogenous learning would be671

more costly than delaying sectors with low rates of learning. The same argument applies to sectors672

with high degrees of inter-sectoral knowledge spillovers, such as energy (Richels and Blanford, 2008).673

Finally, having a credible carbon price in place, even if temporarily deflated, may spur additional pri-674

vate sector investment in abatement technologies (Brunner et al., 2012) which could bring down costs.675

This would reinforce two main conclusions from our analysis: (1) that pursuing climate action, even676

if this action is allocated sub-optimally across the economy, is better than delaying policies in order677

to enact the optimal policy down the road, and that (2) energy is the most expensive sector to delay,678

given its high rate of endogenous technological growth and potential for knowledge spillovers to other679

sectors.680

6.4 Alternative Policy Instruments681

One important aspect of formulating climate policies under political constraints that is not considered682

in our analysis is the role of regulations or clean energy subsidies (Fischer and Newell, 2008; Armitage683

et al., 2023) or how stranded assets impact the transition (Rozenberg et al., 2020). Policies focused on684

providing subsidies for green technology research, development and deployment – or “green industrial685

policies” (Hallegatte et al., 2013) – have risen in popularity as a way to address climate change while686

bolstering other national objectives such as job creation or industrial competitiveness. Indeed, both the687

Inflation Reduction Act (IRA) in the United States and the European Union’s Green Deal Industrial688

Plan explicitly link building up clean energy capital and increasing access to clean-energy technolo-689

gies to creating “good-paying union jobs” (in the case of the US IRA; The White House, 2023)14 or690

“contributing quality jobs and [...] improving the competitiveness of the Union” (in the case of the691

EU’s Green Deal Industrial Plan; The European Union Council, 2024). Further advocates of green692

industrial policies argue that such approaches build “clean coalitions” of businesses and labor that693

bolster support of more stringent climate policies later on, as was the case in California and Sweden694

prior to the enactment of their carbon price mechanisms (Wagner et al., 2015; Meckling et al., 2017).695

Finally, clean subsidies, used in concert with carbon prices, are a part of the first-best policy mix when696

12Although, in Appendix A, we do show that an economy-wide, exogenous rate of technological progress, 0 ≤ φ ≤ 1, is
equivalent to a shift in the social discount rate, r → r + φ.

13We note that our assumption of constant baseline emissions relies on the assumption of increasing energy efficiency
to offset growth effects on emissions, see Appendix D.

14Note the link to this article is now inactive owing to recent government policies in the United States.
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sufficient positive innovation externalities are present (as a result of the Tinbergen rule; Acocella et al.,697

2018) even in the absence of political considerations.698

Despite green industrial policies being outside the scope of our model,15 we can comment on how our699

results might be impacted by including subsidies for clean technologies. First, green industrial policies700

could be considered as isolated sectoral policies akin to our immediate heterogeneous policy option, in701

that both the green industrial policy and the deflated carbon price are sub-optimal policies that are702

enacted only in politically vocal sectors (as opposed to delaying all climate policies impacting the vocal703

sectors). The key difference would be that, if a green industrial policy is enacted prior to a carbon704

price, the sectoral marginal abatement costs would change because of the subsidy-induced efficiency705

gains. Once the carbon price is enacted, our results would then suggest that delaying or relaxing carbon706

prices facing cheap sectors is more expensive than delaying carbon prices in expensive sectors. The707

prudent policy response in that case would perhaps be to phase-down (or “sunset”) subsidies in low708

mitigation cost sectors in favor of the carbon price, while ramping-up (or “sunrising”) subsidies in the709

expensive sectors. This would strike a balance between the results presented here that focus on which710

sectors are most expensive to exempt from a carbon price, and the additional complexities that green711

industrial policies aim to address.712

A final note is that, from a modeling perspective, one can view the lowering of the carbon price713

as a form of subsidy. The difference here is that subsidies are allocated in a zero-sum setting between714

sectors: subsidies allocated to politically vocal sectors (via a lower carbon price) are provided to the715

detriment of politically non-vocal sectors (via a higher carbon price).716

6.5 Future Directions717

We imagine many extensions of the present work. For one, future work could include the myriad718

other risks present in the climate-economic system that are not discussed here, such as climate uncer-719

tainty (Bauer et al., 2025), transition risk (Campiglio et al., 2022; Barnett, 2023), and climate tipping720

points (Dietz et al., 2021). One can easily imagine the prospect of delaying decarbonization interacting721

with each of these risks to exacerbate the economic costs of delay and reinforce the central findings of722

this paper. Secondly, here we represented climate policies as a carbon price (implemented through an723

ETS), but, as discussed above, other policy instruments could be added to the policy suites we discuss.724

Future work could also quantify the additional economic cost of missing technology and knowledge725

gains as a result of delaying climate policy. Finally, while our numerical examples take a global view,726

it would be interesting to apply this framework to country-level nationally determined contributions to727

the Paris Agreement. This could shed light on how the constitution of an individual nation’s economy728

either exacerbates or nullifies the increase in policy costs described here. This is especially the case as729

the emissions intensity of each sector can vary substantially across countries, meaning that the costliest730

sectors to delay are bound to change based on the specifics of the economy being examined.731
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A Analytical Solutions759

The present value Hamiltonian of (2.4) can be written as760

H =
∑
i∈I

ci(xi(t)) +
∑

j∈{V,N}

µj(t)
∑

i∈j
(āi − ai(t))

+
∑

j∈{V,N}

ϕj(t)
∑

i∈j
B∗

i + σjBp − ψj(t)


+
∑
i∈I

νi(t) (xi(t)− δiai(t)) +
∑
i∈I

λi(t) (āi − ai(t)) , (A.1)

where µj(t) is the carbon price facing the sectors j ∈ {V,N}, and νi(t), λi(t) and ϕi(t) are the remaining761

Lagrange duals.762

The first order condition for the sector i ∈ I reads763

∂H
∂xi(t)

= c′i(xi(t)) + νi(t) = 0 (A.2)

where ′ := ∂/∂xi(t). This implies that764

c′i(xi(t)) = −νi(t) = |νi(t)|, (A.3)
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where it follows from the fact that c′(xi(t)) > 0 (convexity of the cost function) that νi(t) < 0 for all765

i ∈ I. Eqn. (A.3) can be interpreted as the marginal cost of abatement capital being equal to the766

marginal value of a unit of abatement capital stocks.767

We can then alter (A.1) such that768

H =
∑
i∈I

ci(xi(t)) +
∑

j∈{V,N}

µj(t)
∑

i∈j
(āi − ai(t))

+
∑

j∈{V,N}

ϕj(t)
∑

i∈j
B∗

i + σjBp − ψj(t)


+
∑
i∈I

νi(t) (δiai(t)− xi(t)) +
∑
i∈I

λi(t) (āi − ai(t)) , (A.4)

The remaining first order conditions for the costate variables are given by769

∂H
∂ψj(t)

= −ϕj(t) = −µ̇j(t) + rµj(t), for j ∈ {V,N} (A.5)

∂H
∂ai(t)

= −µj(t) + δic
′
i(xi(t))− λi(t) =

dc′i(xi(t))

dt
− rc′(xi(t)),

for j ∈ {V,N} and i ∈ j, (A.6)

where we have used the fact that |νi(t)| = c′i(xi(t)) throughout and defined ˙ := d/dt. Note that (A.5)770

provides the dynamics of the shadow value of emissions reductions, given by µj(t), while (A.6) can771

be interpreted as the optimal path of marginal investment costs that minimizes the total cost of772

decarbonizing the economy subject to the cumulative emissions constraint.773

We can use complementary slackness to simplify (A.5)–(A.6) before and after the decarbonization774

date Ti in each sector, as shown in the following two Lemmas.775

Lemma A.1. Consider (2.4). For all t < Ti with i ∈ I, λi(t) = 0.776

Proof. Recall that the decarbonization date Ti is defined as Ti := inf{t ∈ R+ : ai(t) = āi}. It777

immediately follows that, prior to the decarbonization date, āi − ai(t) > 0 by definition, implying that778

λi(t) = 0 for all t < Ti by complementary slackness.779

Lemma A.2. Consider (2.4). For all t < T ∗
j where j ∈ {V,N} and T ∗

j := max{Tk : k ∈ j}, ϕj(t) = 0.780

Proof. Consider a set of sectors j ∈ {V,N} and the maximum decarbonization time for that set of781

sectors T ∗
j := max{Tk : k ∈ j}. Given that ψj(t = 0) = 0 and āi − ai(t) > 0 for all i ∈ j and t < Ti,782

ψ̇j(t) > 0 for all t < T ∗
j . The constraint ψj(t) ≤ Bj , where Bj is given by (2.2) for j ∈ {V,N} binds at783

the time T ∗
j = max{Tj : j ∈ {V,N}}, i.e., when the last unit of emissions has been emitted before total784

decarbonization. Hence, for all t < T ∗
j , Bj − ψj(t) > 0, and by complementary slackness, ϕj(t) = 0 for785

t < T ∗
j .786

Using Lemmas A.1 and A.2, the first order conditions for the costate variables become,787

µ̇j(t) = rµj(t), for j ∈ {V,N} (A.7)

(r + δi)c
′
i(xi(t)) =

dc′i(xi(t))

dt
+ µj(t), for j ∈ {V,N} and i ∈ j (A.8)

for all t < Ti. Solving (A.7) implies the following path for the carbon price in the sector groupings788

j ∈ {C,N} is given by789

µj(t) = µj(0)e
rt = µje

rt, (A.9)
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where we have defined µj(t = 0) ≡ µj as the initial carbon price, which follows an exponentially790

increasing path, á la the Hotelling rule (Hotelling, 1931).16 Using (A.9) in (A.8) and rearranging, we791

have792

dc′i(t)

dt
− (r + δi)c

′
i(xi(t)) = −µjert = µje

rt, (A.10)

for each j ∈ {V,N} and i ∈ j, where we have used the fact that µj is interpreted as a tax to change its793

sign. We can solve (A.10) using variation of parameters,794

c′i(xi(t)) = e(r+δi)t

(
Cx +

∫ Ti

t
(µje

rζ)(e−(r+δi)ζ)dζ

)
,

= e(r+δi)t

[
Cx +

µj
δi

(
e−δit − e−δiTi

)]
, (A.11)

where Cx ∈ R is a to-be-determined constant. Note we integrate from t→ Ti as our boundary condition795

for investment – that in the steady state, ci(xi(Ti)) = ci(δiāi) – occurs at the decarbonization time Ti.796

Using the aforementioned boundary condition, we can solve for Cx and write the final solution for the797

optimal marginal cost of investment as798

c′i(xi(t)) = c′(δiāi)e
(r+δi)(t−Ti) +

µj
δi
ert
(
1− eδi(t−Ti)

)
. (A.12)

In order to continue with an analytically tractable model for the remaining state variables, we must799

make the following assumption about investment costs.800

Assumption 1. The cost of investment takes a quadratic form,801

ci(xi(t)) =
1

2
c̄ix

2
i (t). (A.13)

Using Assumption 1, we can solve (A.12) for the optimal investment path, x∗i (t) as802

x∗i (t) = δiāie
(r+δi)(t−Ti) +

µj
c̄iδi

ert
(
1− eδi(t−Ti)

)
. (A.14)

We can now use the optimal investment path (A.14) to solve for the optimal abatement path. Along803

the optimal path we have804

ȧ∗i (t) + δia
∗
i (t) = x∗i (t), (A.15)

which can be solved using variation of parameters,805

a∗i (t) = e−δit

(
Ca +

∫ t

0
eδiζx∗i (ζ)dζ

)
= e−δit

[
µj
c̄iδi

(
et(δi+r) − 1

δi + r
−
e−δiTi

(
et(2δi+r) − 1

)
2δi + r

)
+ Ca +

āiδi
(
et(2δi+r) − 1

)
e−Ti(δi+r)

2δi + r

]
,

(A.16)

with Ca ∈ R an undetermined constant. Using the boundary condition that ai(t = 0) = 0, we can solve806

16In an abuse of notation, we have relabeled t− t0 → t, as the shift does not materially change the results if t is always
defined as the first period when investment begins.
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for Ca and write the optimal abatement path as807

a∗i (t) = e−δit

[
µj
c̄iδi

(
et(δi+r) − 1

δi + r
−
e−δiTi

(
et(2δi+r) − 1

)
2δi + r

)
+
āiδi

(
et(2δi+r) − 1

)
e−Ti(δi+r)

2δi + r

]
. (A.17)

Finally, we can derive the optimal path of cumulative emissions. Noting that808

ψ∗
j (t)− ψj(t = 0) =

∫ t

0

∑
i∈j

(āi − a∗i (ζ)) dζ, (A.18)

we can write809

ψ∗
j (t) =

∑
i∈j

(Ri(t)− µjBi(t)) (A.19)

for each j ∈ {V,N}, with810

Ri(t) = tāi +
rāi
(
etδi − 1

)
e−Ti(δi+r)−tδi

(δi + r) (2δi + r)
−
āiδi

(
et(2δi+r) − 2etδi + 1

)
e−Ti(δi+r)−tδi

(δi + r) (2δi + r)
, (A.20)

Bi(t) =
2
(
ert − 1

)
rc̄i (δi + r) (2δi + r)

−
r
(
etδi − 1

) (
eδiTi − 1

)
e−δi(Ti+t)

c̄iδ2i (δi + r) (2δi + r)

+
e−δi(t+Ti)

(
−et(2δi+r) + eδi(Ti+t)+rt + 2etδi − 3eδi(Ti+t) + 2eδiTi − 1

)
c̄iδi (δi + r) (2δi + r)

. (A.21)

Evaluating sector’s contribution to (A.19) at the decarbonization date of that sector yields an expression811

for the carbon price in that set of sectors in terms of the decarbonization dates,812

µj =

∑
i∈j (Ri(Ti)−B∗

i ) + σjBp∑
i∈j Bi(Ti)

(A.22)

Combining (A.14), (A.17), and (A.19) results in the optimal solution to our model; the equivalent813

expressions for the non-challenged sectors are straightforward analogs. What remains is to determine814

numerical values for the decarbonization dates and the carbon price. We cannot hope to find solutions815

analytically, given the immense complexity of the equations involved. We therefore solve the following816

system of nonlinear, implicit equations for the carbon price and decarbonization dates,817

ā1 = a∗1(t = T1, µj) (A.23)

...

ā|j| = a∗|j|(t = T|j|, µj) (A.24)

µj =
σjBp +

∑
i∈j (B

∗
i −Ri(Ti))∑

i∈j Bi(Ti)
(A.25)

using a numerical root-finding algorithm. This completes the analytical solution to the model equations,818

see Table 5.819

A final result is the following Lemma, showing the influence of exogenous technology change on the820

model.821

Lemma A.3. Consider (2.1) with an exogenous, economy-wide, constant technology growth rate given822

by φ > 0. This has the equivalent impact on policy as a shift in the social discount rate by φ.823
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Table 5. Full Analytic Solutions of (2.4) Subject to Assumption 1 for Each Sector Set
j ∈ {V,N} and i ∈ j.

Variable t < Ti t > Ti

Investment (A.14) δiāi

Abatement (A.17) āi

Cumulative emissions (A.19) σjBp +
∑
i∈j

B∗
i

Proof. Consider (2.1), and allow the technology-adjusted cost of investment in a sector i ∈ I to be824

given by825

Ci(xi(t)) = e−Φi(t)ci(xi(t)) (A.26)

where Φi(t) is the technology growth rate in the sector. If technology growth is exogenous, constant,826

and economy-wide, then Φi(t) = φ, and can be assimilated into the discounting term in the objective827

function of (2.1), with the new discount rate828

r̃ := r + φ (A.27)

as desired.829

B Proof of Cost Ranking of Policy Suites, Theorem 3.1830

Here we provide a proof that the policy suites in Table 1 are nested, with the immediate heterogeneous831

option being the least expensive sub-optimal policy, the delayed economy-wide action option being the832

most expensive, and the delayed heterogeneous option being in-between these two.833

Forerunners. Consider (2.1) and (2.4). We first note the signs of each of the following partial834

derivatives:835

∂ci
∂xi

> 0, (B.1)

∂xi
∂µj

> 0, (B.2)

∂Ti
∂µj

< 0, (B.3)

∂xi
∂Ti

< 0, (B.4)

where (B.1) follows from the definition of convexity, (B.2) follows from (A.14), (B.3) simply states that836

higher carbon prices result in a more rapid decarbonization, and (B.4) follows from (A.14). The main837
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equation we need to consider the following, which represents the aggregate policy costs, given by838

C =

∫ ∞

0
e−rt′

∑
j∈{V,N}

∑
i∈j

ci
[
xi(t

′, Ti(µj), µj)
] dt′. (B.5)

Note if V = ∅ and µj = µ where µ is the optimal carbon price, (B.5) is the optimal cost, which we839

denote as Copt. Now, to the theorem.840

Proof of Theorem 3.1. Consider (2.1) and (2.4). Assume that there are V politically vocal sectors841

facing a carbon price µV and a set of non-challenged sectors, N, facing a carbon price µN , such that842

the decarbonization of the challenged sectors is delayed by some amount δT > 0. One key inequality843

to note is that844

∂µN
∂µV

≤ 0 (B.6)

which follows from the fact that decreasing the carbon price in the politically vocal sectors is a result845

of allocating a premium amount of emissions to these sectors, which lowers the emissions cap in the846

non-vocal sectors and raises the carbon price in the non-vocal sectors. We will prove the theorem via847

a perturbative approach. Throughout, let µ be the optimal carbon price.848

Economy-wide delay. In an economy-wide delay strategy, we are effectively perturbing the economy-849

wide carbon price µ → µ + δµ where 0 < δµ ≪ 1 by infinitesimally shrinking our pollution quota,850

driving up the shadow value of abatement infinitesimally. If Cecon−wide is the aggregate policy cost851

associated with policy suite 4, we can write852

Cecon−wide =

∫ ∞

0
e−rt′

∑
i∈I

ci
[
xi(t

′, Ti(µ+ δµ), µ+ δµ)
]
dt′. (B.7)

Taylor expanding (B.7) around δµ = 0 gives us853

Cecon−wide = Copt + δµ

∫ ∞

0
e−ρt′

(∑
i∈I

[
∂ci
∂xi

(
∂xi
∂µ

+
∂Ti
∂µ

∂xi
∂Ti

)])
dt′ +O

(
(δµ)2

)
. (B.8)

Immediate or delayed heterogeneous decarbonization. For the immediate or delayed heteroge-854

neous strategy, we are, in effect, infinitesimally decreasing the challenged sectors’ carbon price relative855

to the optimal price, µV = µ − δµV where 0 < δµV ≪ 1, while also infinitesimally increasing the856

non-challenged sectors carbon price relative to the optimal by857

µN = µ− ∂µN
∂µV

δµV . (B.9)
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Note that (B.6) makes (B.9) positive, as expected. Using (B.5), we can write the total cost for the two858

policy suites, Crelax and Csec−delay, respectively, such that859

Crelax/sec−delay =

∫ ∞

0
e−rt′

(∑
i∈V

ci
[
xi(t

′, Ti(µ− δµV ), µ− δµV )
]

+
∑
i∈N

ci

[
xi(t

′, Ti

(
µ− ∂µN

∂µV
δµV

)
, µ− ∂µN

∂µV
δµV )

])
dt′. (B.10)

We again Taylor expand (B.10) around δµV = 0 to write860

Crelax/sec−delay = Copt − δµV

(∫ ∞

0
e−ρt′ ∂µN

∂µV

(∑
i∈N

[
∂ci
∂xi

(
∂xi
∂µ

+
∂Ti
∂µ

∂xi
∂Ti

)])
dt′

+

∫ ∞

0
e−ρt′

(∑
i∈V

[
∂ci
∂xi

(
∂xi
∂µ

+
∂Ti
∂µ

∂xi
∂Ti

)])
dt′

)
+O

(
(δµV )

2
)

(B.11)

Synthesis. Consider the delayed heterogeneous and delayed economy-wide policies. Neglecting higher861

order terms and taking the difference between (B.8) and (B.11) and dividing by the change in carbon862

price,17 we find863

Cecon−wide − Csec−delay

δµ
=

(
1 +

∂µN
∂µV

∣∣∣∣
sec−delay

)∫ ∞

0
e−ρt′

(∑
i∈N

[
∂ci
∂xi

(
∂xi
∂µ

+
∂Ti
∂µ

∂xi
∂Ti

)])
dt′

=

(
1−

∣∣∣∣∂µN∂µV

∣∣∣∣
sec−delay

)∫ ∞

0
e−ρt′

(∑
i∈N

[
∂ci
∂xi

(
∂xi
∂µ

+
∂Ti
∂µ

∂xi
∂Ti

)])
dt′︸ ︷︷ ︸

=:A

(B.12)

where we have canceled out the contribution to the change in costs owing to the challenged sectors, C864

and used (B.6). All that remains to prove the Proposition is to verify that A is positive. Using (B.1)-865

(B.4), we see that every individual term in A is positive, ensuring that A is positive. Therefore, we866

have867

Cecon−wide > Csec−delay (B.13)

proving that delaying all decarbonization policies is always more expensive than delaying sectoral868

policies.869

Carrying out the same procedure for the immediate and delayed heterogeneous policies, we have870

Csec−delay − Crelax
δµ

=

(
−∂µN
∂µV

∣∣∣∣
sec−delay

+
∂µN
∂µV

∣∣∣∣
relax

)∫ ∞

0
e−ρt′

(∑
i∈N

[
∂ci
∂xi

(
∂xi
∂µ

+
∂Ti
∂µ

∂xi
∂Ti

)])
dt′

=

(∣∣∣∣∂µN∂µV

∣∣∣∣
sec−delay

−
∣∣∣∣∂µN∂µV

∣∣∣∣
relax

)∫ ∞

0
e−ρt′

(∑
i∈N

[
∂ci
∂xi

(
∂xi
∂µ

+
∂Ti
∂µ

∂xi
∂Ti

)])
dt′.

(B.14)

17In an abuse of notation, we relabel δµV ≡ δµ, as δµ and δµV are equivalent between the settings we consider (they
represent the departure from the optimal carbon price for sectors facing higher carbon prices relative to the optimal).

32



Therefore, the sign of (B.14) depends on the relative magnitudes of the change in the non-challenged871

carbon price owing to a distortion in the challenged sector carbon price between each policy suite.872

Considering (A.22), in order for the change in the carbon price in the immediate heterogeneous873

policy to be less than that of the delayed heterogeneous policy for an equivalent amount of delay,874

Bp,relax < Bp,sec−delay. It can readily be seen that this condition is always satisfied; the emissions875

premium for the delayed heterogeneous policy, Bp,sec−delay can be seen as an upper bound on emissions876

premiums for the immediate heterogeneous action policy. For example, if the emissions premiums were877

equal (i.e., Bp,relax = Bp,sec−delay), then in the case of immediate heterogeneous policy, some amount of878

investment would happen immediately, and relative to the delayed heterogeneous policy, the challenged879

sectors would be decarbonized marginally later as investment is smoothed out over time. Therefore,880

for equivalent amounts of delay (as we are considering here), it must be that Bp,relax < Bp,sec−delay,881

otherwise the assumption of equivalent amounts of delay for each policy suite would be violated.882

Hence, we have883 (∣∣∣∣∂µN∂µV

∣∣∣∣
sec−delay

−
∣∣∣∣∂µN∂µV

∣∣∣∣
relax

)
> 0 (B.15)

and by (B.14) we have884

Csec−delay > Crelax. (B.16)

Therefore, it must be the case that885

Cecon−wide > Csec−delay > Crelax, (B.17)

as desired.886

C Determining Emissions Premiums for the Immediate Heteroge-887

neous Policy888

We now provide an algorithm for determining how much emissions premium, Bp, is required to delay889

a sector’s decarbonization date, Ti, by some number of years, δTi. For simplicity, consider one vocal890

sector, such that |V | = 1. The system (A.23)–(A.25) can be formulated as a constraint to an additional891

root-finding algorithm, such that892

min
Bp

[T (Bp)− T ∗ − δT ] , (C.1)

Subject to : T (Bp)− T ∗ − δT > 0, (C.2)

T (Bp) = argmin
T1

[
f⃗(T1, µV ;Bp) = 0⃗

]
, (C.3)

where (C.2) ensures we always get a positive T (Bp), T
∗ is the decarbonization date in the optimal case893

(i.e., without political constraints), δT is the delay amount, and894

f⃗(T1, µV ;Bp) =

 ā1 − a∗1(T1, µV )

µV − Bp +B∗
1 −R1(T1)

B1(T1)

 . (C.4)
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In words, the approach is to specify some Bp, and solve (A.23)–(A.25) using a root-finder. This yields895

the decarbonization date of the vocal sector, T (Bp); comparison with this decarbonization date and896

the target date T ∗ + δT informs the next Bp choice. Carrying out this process iteratively results in a897

Bp such that the new decarbonization date in the vocal sector, T (Bp) is exactly equal to T + δT , as898

desired.899

D Calibration of Numerical Experiments900

The remaining carbon budget. We use estimates from Friedlingstein et al. (2023) for the remaining901

carbon budget associated with a 1.7 °C temperature target.902

Social discount rate. We set the social discount rate to 2% yr−1, in line with a recent international903

expert elicitation Drupp et al. (2018) and the US EPA’s prevailing rate for their social cost of carbon904

estimates (National Center for Energy Economics, 2022).905

Sectoral parameters. We lift the values of emissions intensities, marginal investment costs, and906

capital depreciation rates from Bauer et al. (2025), see their 1.7 °C scenario, the “low cost, linear”907

calibration. Note that marginal investment costs are treated as constant in time, abstracting from the908

variable and fixed components of abatement costs (Gillingham and Stock, 2018), and are calibrated to909

the net lifetime cost of each abatement option in Intergovernmental Panel on Climate Change (2022).910

Emissions scenario. We assume that, without abatement investments, emissions will remain911

at their current levels in each sector, which would amount to about ∼40 GtCO2 yr−1 of emissions.912

This level of emissions is approximately equal to the peak emissions of SSP2–4.5 (the “middle of913

the road” emissions scenario used by the IPCC (Intergovernmental Panel on Climate Change, 2021))914

and the Resources for the Future-socioeconomic projections used in the United States’ Environmental915

Protection Agency’s estimates of the social cost of carbon (Riahi et al., 2017; National Center for916

Energy Economics, 2022). Indeed, in each of these baselines, emissions are expected to rise to just917

above 40 GtCO2 yr−1 before declining. This assumption relies in part on Wright’s law, which leads to918

declining energy intensity to offset growth effects on total emissions, as is the case in SSP2 (see Figure919

1 in Fricko et al., 2017).920

There are a few caveats to this approach. The first caveat is that some green technologies are921

already cost-competitive with their dirty equivalents, and therefore do not necessarily require a car-922

bon price to be assimilated into the economy. These “costless” abatement technologies are a main923

source of uncertainty in projecting the costs of the green transition (Kotchen et al., 2023). Therefore,924

our assumption that emissions will remain at peak levels without a carbon price can be viewed as925

conservative, as all abatement in our approach is spurred by the presence of a carbon price.926

The second caveat is that we are assuming that the relative sectoral levels of emissions are held927

constant (in addition to total aggregate levels of emissions) without investments in abatement capital.928

While there is some variation in the relative level of emissions between sectors in SSP2–4.5 over time929

(see Figure S6 in the Supplementary Information), the primary change in the relative emissions rates930

comes from decarbonizing the energy sector and the agriculture, forestry and other land use sector931

(AFOLU) becoming a net carbon sink (via, e.g., reforestation). These changes, however, are driven932

by assumptions about policy and behavioral changes within the MESSAGE-GLOBIUM model that933

generates SSP2–4.5 emissions time series (Riahi et al., 2017); in our model, these emissions changes934

would have to be induced by investments in abatement capital stocks. The remaining sectors contribute935

marginal changes in the total emissions shares, with aviation accounting for the largest increase in its936

contribution (2100 levels of aviation emissions are 100% higher than 2020 levels). However, most937

changes are small relative to total emissions, other than the decline in energy and AFOLU emissions.938

This gives us confidence that we can use 2025 emissions levels as representing a sector’s emissions939

intensity over the entire policy period, given that the relative levels are roughly constant over time in940

SSP2–4.5.941
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T. M. Rosan, J. Schwinger, R. Séférian, T. L. Smallman, S. M. Smith, R. Sospedra-Alfonso, Q. Sun,1050

A. J. Sutton, C. Sweeney, S. Takao, P. P. Tans, H. Tian, B. Tilbrook, H. Tsujino, F. Tubiello,1051

G. R. Van Der Werf, E. Van Ooijen, R. Wanninkhof, M. Watanabe, C. Wimart-Rousseau, D. Yang,1052

X. Yang, W. Yuan, X. Yue, S. Zaehle, J. Zeng, and B. Zheng. Global Carbon Budget 2023. Earth Sys-1053

tem Science Data, 15(12):5301–5369, Dec. 2023. ISSN 1866-3516. doi: 10.5194/essd-15-5301-2023.1054

URL https://essd.copernicus.org/articles/15/5301/2023/.1055

K. Gillingham and J. H. Stock. The Cost of Reducing Greenhouse Gas Emissions. Journal of Economic1056

Perspectives, 32(4):53–72, Nov. 2018. ISSN 0895-3309. doi: 10.1257/jep.32.4.53. URL https:1057

//pubs.aeaweb.org/doi/10.1257/jep.32.4.53.1058

L. H. Goulder and K. Mathai. Optimal CO2 Abatement in the Presence of Induced Technologi-1059

cal Change. Journal of Environmental Economics and Management, 39(1):1–38, Jan. 2000. ISSN1060

00950696. doi: 10.1006/jeem.1999.1089. URL https://linkinghub.elsevier.com/retrieve/pii/1061

S0095069699910896.1062

K. Gugler, A. Haxhimusa, and M. Liebensteiner. Effectiveness of climate policies: Carbon pricing vs.1063

subsidizing renewables. Journal of Environmental Economics and Management, 106:102405, Mar.1064

2021. ISSN 00950696. doi: 10.1016/j.jeem.2020.102405. URL https://linkinghub.elsevier.com/1065

retrieve/pii/S0095069620301285.1066

S. Hallegatte, M. Fay, and A. Vogt-Schilb. Green Industrial Policies: When and How. Working1067

Paper 6677, The World Bank, Washington DC, 2013. URL https://documents1.worldbank.org/1068

curated/en/994641468156896733/pdf/WPS6677.pdf.1069

S. Hallegatte, C. Godinho, J. Rentschler, P. Avner, I. I. Dorband, C. Knudsen, J. Lemke, and P. Mealy.1070

Within Reach: Navigating the Political Economy of Decarbonization. The World Bank, Nov. 2023.1071

ISBN 9781464819537. doi: 10.1596/978-1-4648-1953-7. URL http://elibrary.worldbank.org/1072

doi/book/10.1596/978-1-4648-1953-7.1073

37

https://linkinghub.elsevier.com/retrieve/pii/S0095069607001064
https://linkinghub.elsevier.com/retrieve/pii/S0095069607001064
https://linkinghub.elsevier.com/retrieve/pii/S0095069607001064
https://linkinghub.elsevier.com/retrieve/pii/S0959378016300784
https://essd.copernicus.org/articles/15/5301/2023/
https://pubs.aeaweb.org/doi/10.1257/jep.32.4.53
https://pubs.aeaweb.org/doi/10.1257/jep.32.4.53
https://pubs.aeaweb.org/doi/10.1257/jep.32.4.53
https://linkinghub.elsevier.com/retrieve/pii/S0095069699910896
https://linkinghub.elsevier.com/retrieve/pii/S0095069699910896
https://linkinghub.elsevier.com/retrieve/pii/S0095069699910896
https://linkinghub.elsevier.com/retrieve/pii/S0095069620301285
https://linkinghub.elsevier.com/retrieve/pii/S0095069620301285
https://linkinghub.elsevier.com/retrieve/pii/S0095069620301285
https://documents1.worldbank.org/curated/en/994641468156896733/pdf/WPS6677.pdf
https://documents1.worldbank.org/curated/en/994641468156896733/pdf/WPS6677.pdf
https://documents1.worldbank.org/curated/en/994641468156896733/pdf/WPS6677.pdf
http://elibrary.worldbank.org/doi/book/10.1596/978-1-4648-1953-7
http://elibrary.worldbank.org/doi/book/10.1596/978-1-4648-1953-7
http://elibrary.worldbank.org/doi/book/10.1596/978-1-4648-1953-7


W. W. Hogan and D. W. Jorgenson. Productivity trends and the cost of reducing CO2 emissions. The1074

Energy Journal, 12(1):67–85, 1991. URL https://www.jstor.org/stable/41322403.1075

H. Hotelling. The Economics of Exhaustible Resources. Journal of Political Economy, 39(2):137–175,1076

1931. ISSN 0022-3808. URL https://www.jstor.org/stable/1822328.1077

A. Ihsan, D. E. Abriningrum, B. Suharnoko, A. Rahmawati, and S. F. Giannozzi. In-1078

donesia’s Fuel Subsidies Reforms. Report, World Bank Group, Washington, DC,1079

May 2024. URL https://openknowledge.worldbank.org/server/api/core/bitstreams/1080

1d693935-3fad-55e1-91f4-3feae60dd23c/content.1081

Intergovernmental Panel on Climate Change. Climate Change 2021: The Physical Science Basis.1082

Contribution of Working Group I to the Sixth Assessment Report of the Intergovernmental Panel1083

on Climate Change. Cambridge University Press, 2021.1084

Intergovernmental Panel on Climate Change. Climate Change 2022: Mitigation of Climate Change.1085

Contribution of Working Group III to the Sixth Assessment Report of the Intergovernmental Panel1086

on Climate Change. Cambridge University Press, 2022.1087

J. D. Jenkins. Political economy constraints on carbon pricing policies: What are the implications1088

for economic efficiency, environmental efficacy, and climate policy design? Energy Policy, 69:467–1089

477, June 2014. ISSN 03014215. doi: 10.1016/j.enpol.2014.02.003. URL https://linkinghub.1090

elsevier.com/retrieve/pii/S0301421514000901.1091

D. Jorgenson. The theory of investment behavior. In Determinants of investment behavior, volume 1,1092

pages 129–175. National Bureau of Economic Research, Washington DC, 1 edition, 1967. URL1093

https://www.nber.org/system/files/chapters/c1235/c1235.pdf.1094

A. Kalk and G. Sorger. Climate policy under political pressure. Journal of Environmental Economics1095

and Management, 122:102900, Oct. 2023. ISSN 00950696. doi: 10.1016/j.jeem.2023.102900. URL1096

https://linkinghub.elsevier.com/retrieve/pii/S0095069623001183.1097

M. J. Kotchen, J. A. Rising, and G. Wagner. The costs of “costless” climate mitigation. Science,1098

382(6674):1001–1003, Dec. 2023. ISSN 0036-8075, 1095-9203. doi: 10.1126/science.adj2453. URL1099

https://www.science.org/doi/10.1126/science.adj2453.1100

S. Kverndokk, K. E. Rosendahl, and T. F. Rutherford. Climate Policies and Induced Technological1101

Change: Which to Choose, the Carrot or the Stick? Environmental and Resource Economics, 271102

(1):21–41, Jan. 2004. ISSN 0924-6460. doi: 10.1023/B:EARE.0000016787.53575.39. URL http:1103

//link.springer.com/10.1023/B:EARE.0000016787.53575.39.1104

F. Lecocq, J.-C. Hourcade, and M. Ha Duong. Decision making under uncertainty and inertia con-1105

straints: sectoral implications of the when flexibility. Energy Economics, 20(5-6):539–555, Dec. 1998.1106

ISSN 01409883. doi: 10.1016/S0140-9883(98)00012-7. URL https://linkinghub.elsevier.com/1107

retrieve/pii/S0140988398000127.1108

R. E. Lucas. Adjustment Costs and the Theory of Supply. Journal of Political Economy, 75(4,1109

Part 1):321–334, Aug. 1967. ISSN 0022-3808, 1537-534X. doi: 10.1086/259289. URL https:1110

//www.journals.uchicago.edu/doi/10.1086/259289.1111

H. D. Matthews, N. P. Gillett, P. A. Stott, and K. Zickfeld. The proportionality of global warming to1112

cumulative carbon emissions. Nature, 459(7248):829–832, June 2009. ISSN 0028-0836, 1476-4687.1113

doi: 10.1038/nature08047. URL http://www.nature.com/articles/nature08047.1114

38

https://www.jstor.org/stable/41322403
https://www.jstor.org/stable/1822328
https://openknowledge.worldbank.org/server/api/core/bitstreams/1d693935-3fad-55e1-91f4-3feae60dd23c/content
https://openknowledge.worldbank.org/server/api/core/bitstreams/1d693935-3fad-55e1-91f4-3feae60dd23c/content
https://openknowledge.worldbank.org/server/api/core/bitstreams/1d693935-3fad-55e1-91f4-3feae60dd23c/content
https://linkinghub.elsevier.com/retrieve/pii/S0301421514000901
https://linkinghub.elsevier.com/retrieve/pii/S0301421514000901
https://linkinghub.elsevier.com/retrieve/pii/S0301421514000901
https://www.nber.org/system/files/chapters/c1235/c1235.pdf
https://linkinghub.elsevier.com/retrieve/pii/S0095069623001183
https://www.science.org/doi/10.1126/science.adj2453
http://link.springer.com/10.1023/B:EARE.0000016787.53575.39
http://link.springer.com/10.1023/B:EARE.0000016787.53575.39
http://link.springer.com/10.1023/B:EARE.0000016787.53575.39
https://linkinghub.elsevier.com/retrieve/pii/S0140988398000127
https://linkinghub.elsevier.com/retrieve/pii/S0140988398000127
https://linkinghub.elsevier.com/retrieve/pii/S0140988398000127
https://www.journals.uchicago.edu/doi/10.1086/259289
https://www.journals.uchicago.edu/doi/10.1086/259289
https://www.journals.uchicago.edu/doi/10.1086/259289
http://www.nature.com/articles/nature08047


J. Meckling, T. Sterner, and G. Wagner. Policy sequencing toward decarbonization. Nature Energy,1115

2(12):918–922, Nov. 2017. ISSN 2058-7546. doi: 10.1038/s41560-017-0025-8. URL https://www.1116

nature.com/articles/s41560-017-0025-8.1117

M. Mussa. External and Internal Adjustment Costs and the Theory of Aggregate and Firm Investment.1118

Economica, 44(174):163, May 1977. ISSN 00130427. doi: 10.2307/2553718. URL https://www.1119

jstor.org/stable/10.2307/2553718?origin=crossref.1120

National Center for Energy Economics. Supplementary Material for the Regulatory Impact Analysis1121

for the Supplemental Proposed Rulemaking, “Standards of Performance for New, Reconstructed, and1122

Modified Sources and Emissions Guidelines for Existing Sources: Oil and Natural Gas Sector Climate1123

Review”. U.S. Environmental Protection Agency, Washington D.C., Sept. 2022.1124

W. Nordhaus. Dynamic climate clubs: On the effectiveness of incentives in global climate agree-1125

ments. Proceedings of the National Academy of Sciences, 118(45):e2109988118, Nov. 2021. ISSN1126

0027-8424, 1091-6490. doi: 10.1073/pnas.2109988118. URL https://pnas.org/doi/full/10.1073/1127

pnas.2109988118.1128

W. D. Nordhaus. Revisiting the social cost of carbon. Proceedings of the National Academy of Sciences,1129

114(7):1518–1523, Feb. 2017. ISSN 0027-8424, 1091-6490. doi: 10.1073/pnas.1609244114. URL1130

https://pnas.org/doi/full/10.1073/pnas.1609244114.1131

K. Riahi, D. P. van Vuuren, E. Kriegler, J. Edmonds, B. C. O’Neill, S. Fujimori, N. Bauer, K. Calvin,1132

R. Dellink, O. Fricko, W. Lutz, A. Popp, J. C. Cuaresma, S. Kc, M. Leimbach, L. Jiang, T. Kram,1133

S. Rao, J. Emmerling, K. Ebi, T. Hasegawa, P. Havlik, F. Humpenöder, L. A. Da Silva, S. Smith,1134
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Table S1. Intergovernmental Panel on Climate Change Working Group 3 Mitigation
Options by Sector. Mitigation options are taken from Intergovernmental Panel on Climate
Change (2022), Figure SPM.7 in the Summary for Policymakers.

Sector Options

Energy Wind energy

Solar energy

Bioelectricity

Hydropower

Geothermal energy

Nuclear energy

Carbon capture and storage (CCS)

Bioelectricity with CCS

Reduce methane emissions from coal mining

Reduce methane emissions from oil and gas

Industry Reduction of non-CO2 emissions

Continued on the next page
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Sector Options

Cementious material substitution

Carbon capture with utilization and storage

Feedstock decarbonization, process change

Fuel switching (electr, nat. gas, bio-energy, H2)

Enhanced recycling

Material efficiency

Energy efficiency

Agriculture Reduce methane and CO2 emissions in agriculture

Carbon sequestration in agriculture

Transport Aviation - energy efficiency

Shipping - efficiency and optimization

Electric heavy duty vehicles

Fuel efficiency heavy duty vechiles

Shift to bikes and e-bikes

Shift to public transportation

Electric light duty vehicles

Fuel efficiency light duty vehicles

Buildings Enhanced use of wood products

Improvement of existing building stock

Onsite renewable production and use

New buildings with high energy performance

Efficient lighting, appliances and equipment

Avoid demand for energy services

Waste Reduce methane emissions from wastewater

Reduce methane emissions from solid waste

Forestry Shift to sustainable healthy diets

Reduce food loss and food waste

Forest management, fire management

Restoration (e.g., reforestation)

Reduce conversion of natural ecosystems
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Figure S1. Two Sector Example of Model Behavior with Different Marginal In-
vestment Costs. Panel a shows the optimal investment effort, c(x), for both sectors in the
optimal policy (dashed lines) and in the policy where the decarbonization of the high cost sector
is delayed by five years (solid lines). The high cost sector investment path is in blue, while the
low cost sector is in pink. The black dotted lines show the steady state investment effort for
both sectors (see the labels in panel b). Panel b is as a, but when decarbonizing the low cost
sector is delayed by five years. Panel c and d show the optimal abatement in each policy case.
The black dotted line in panels c and d show the steady state abatement rate.
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Figure S2. Two Sector Example of Model Behavior with Different Capital Depre-
ciation Rates. Panel a shows the optimal investment effort, c(x), for both sectors in the
optimal policy (dashed lines) and in the policy where the decarbonization of the high capital
depreciation rate (abbreviated to “cap. dep.” in the figure to save space) sector is delayed by
five years (solid lines). The high capital depreciation rate sector investment path is in blue,
while the low capital depreciation rate sector is in pink. The black dotted lines show the steady
state investment effort for both sectors (see the labels in panel b). Panel b is as a, but when
decarbonizing the low capital depreciation rate sector is delayed by five years. Panel c and d
show the optimal abatement in each policy case. The black dotted line in panels c and d show
the steady state abatement rate.
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Figure S3. Sensitivity of Policy Cost to Different Sectoral Configurations, Grid of
Heatmaps. Panels a–c are heatmaps of total policy cost sensitivity to co-varying the emissions
intensity and capital depreciation rate of the vocal sector, holding marginal investment costs
fixed. Panels d–f are as a–c but hold the relative emissions intensity of the vocal and non-vocal
sectors constant. Panels g–i are as a–c but hold the relative capital deprecation rates between
the vocal and non-vocal sectors constant. Notice that in all cases, most of the variability can be
attributed to the emissions intensity of the vocal sector being larger than the non-vocal sector.
See the titles at the top of each panel for the relative values of the parameters being held fixed.
Hatching represents infeasible parameter combinations (because delaying climate policies causes
the carbon budget allocated to the non-vocal sectors to be zero or negative). The white stars
show the points where sectors have the same values for the parameters that are being covaried.
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Figure S4. Investment Paths when Industry is Delayed. Panels show the optimal
investment path in each sector when industry is treated as the politically vocal sector. The
first-best path is given by the solid, grey lines; the immediate heterogeneous path is given by
the orange dash-dot lines; the delayed heterogeneous path is given by the orange solid lines; and
the delayed economy-wide path is given by the pink dotted line.

Figure S5. Carbon Prices. Panel a shows the carbon price facing the politically vocal sector
relative to the first-best carbon price (solid lines) and the carbon price facing non-vocal sectors
relative to the first-best carbon price (dashed lines) in the immediate heterogeneous action
policy. Orange lines show results when industry is the vocal sector, while the blue lines show
results when energy is politically vocal. Panel b is as panel a but for the delayed heterogeneous
action option. Panel c shows the carbon price facing the entire economy relative to the first-best
when economy-wide climate action is delayed.
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Figure S6. Relative Cost of Policy Suites Broken Down by Sector. Shown is the
relative cost of policy (1 = first-best) for the immediate heterogeneous (blue dash-dot lines),
delayed heterogeneous (blue solid lines), and delayed economy-wide (pink dotted) policies when
energy is the politically vocal sector.

Figure S7. Relative Total Emissions Between Sectors in SSP2–4.5 Scenario. Note
the AFOLU sector represents emissions from agriculture, forestry and other land use changes
and becomes a net emissions sink by mid-century.
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